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Abstract ] host-based (HIDS)
Now day’s security is the primary concerned in [/ network-based (NIDS)
the field of computer science.With quickly growin
! Py I {1 QuisKly 9row gA HIDS resides on the particular host and search fo

unauthorized activities in network Intrusion Detect . .
. SIS%I’IS of attacks with that host. An NIDS resides on
as a part of defense is extremely necessary becal

traditional firewall techniques cannot providethe separate system that watch network traffic,

. . . . . searching for signs of attacks that traverse inattea
complete protection against intrusion.The primary )

) . . of the network. The present trend in ID would be to
goal of an Intrusion Detection System (IDS) is to . . .
. . : . . mix both host based and network based information t
identify intruders and differentiate anomalous

- . build up hybrid systems.The techniques for the
network activity from normal one. Intrusion detent | _ . . . .
. l(ntrusmn detection can be divided into two catéggr
has become a significant component of networ

. - . Anomaly Intrusion Detection and Misuse Intrusion
security administration due to the enormous numbeér

of attacks persistently threaten our computer NEsvo Detection. They were classified based on approaches

and systems.This paper illustrates the benefit cl#(e Statistics, Data mining, Neural Network Based

hybrid intrusion detection system that can detethb and Self Organizing Maps Based approaches etc. [2]

known and unknown attacks. The system includes two . proposed system has many advantages:It will
phases: (1) If the attack is known attack thenalige e a4aptive in nature and adapts the changes in use
intrusion detection handles and performs appr(mriagnd system behavior. It will run constantly with
action. (2)If the attack is unknown attack thefninimal human supervision. It will create signature
anomaly intrusion detection use frequent pattergs now attacks. Design of our hybrid IDS makes it
matching process and generate the signature that 68t tolerant, so that it will be able to recovesm
handle the next attack. Our proposed system may Pg;shes. It will be able to get its prior state ezglime
more accurate and better performance than traditior¢ operation without any adverse effect. It witl ble
intrusion detection system. to monitor itself and detect attacks on it. It lwil
consume less memory to operate. It will be accurate
and thereby there will be less number of false
positives and false negatives.

Keywords:Intrusion Detection System(IDS),Bayesian
Network, Naive Bayes, Frequent pattern mining

1. Introduction The remainder of this paper is organized as
follows. The next section presents the related work

Nowadays, with the network developmentSection 3 describesbackground theory of our

secured information communication has becomingystemand Section 4 describes about architecture of

more vulnerable because of threats from unknoweur proposed system. Section 5explains experimental

sources and therefore the requirement for securegsult. Finally, we conclude the paper in Section 6

information assumes greater importance. Attacks on

network infrastructure presently are main threatg. Related Work

against network and information security. With chpi

growth of unauthorized activities in network,  Kayvan proposed the hybrid intrusion detection

Intrusion Detection (ID) as a component of defeisse system using SVM with GA. He proved that

very necessary because traditional firewall teaesq enhancing the SVM with GA can reduce false

cannot provide complete protection against intnusio alarmsand mean square error (MSE) in detecting

IDSs are split into two primary types of groups: intrusion[2].Kumar proposed a security model by



combining network based and host based wittOne big challenge of SIDS is that every signature
efficient data mining approach to detect any type aequires an entry in the database, and so a coenplet
intrusion which coming from public network or database might contain hundreds or even thousdnds o
occurring in computer system[8].Aditi and Hiteshentries. Each packet is to be compared with all the
proposed a hybrid learning approach that combines intries in the database. This can be very resource
Mean clustering, Naive Bayes (statistical) alsowmo consuming and doing so will slow down the

as KMNB with Decision Table Majority (rule based)throughput and making the IDS vulnerable to DoS

approaches [1]. attacks. Some of the IDS evasion tools use this
vulnerability and flood the IDS systems with too
3. Background Theory many packets to the point that the IDS cannotkgep u

with the traffic, thus making the IDS time out and
drop packets and as a result, possibly miss at{8tks
On modern systems, string-matching can be done
more efficiently, so the amount of power needed to
igerform this matching is minimal for a rule set.rFo
example, if the system that is to be protected only
communicates via DNS, ICMP and SMTP, all other
signatures can be ignored.Following are the

3.1. Signature-based intrusion detection
system

The misuse (signature-based) detection
normally used for detecting known attacks. It regsli
that all known threats will be defined first, arfiet
information regarding these threats to be submiited > ’
the IDS. Thus, the IDS is able to then compare aﬂsadyantages_ of _5|gnature-ba§ed
incoming or outgoing activity against all knownmtrusmndetectpnsyste_m (SIDS):” 0] The_ detection
threats in its knowledge base and raise an alaamyif rate of attacks is relatlvgly IOV_V' (if) There isiawer
activity matches information in the knowledge baser.e_Call for new.types OT |ntru5|or_15. (iii) ~ An att«a_n
The information stored in this knowledge base i¥V!” try to modify a basic attgck in such a way tita
usually known as signatures [3]. The process fgyill not match the _known signatures of that attack.
actually comparing a signature with an attack idelu The attacker may insert malformed packets that the

simple string matching — which involves looking forlD.S will see, to intentionally caus.e a pgttern
unique key words in network traffic to identify atks mismatch; the protocol handler stack W|Illthen disc

— to more complex approaches such as rule bastllg Packets because of the malformation. Each of
matching which defines the behavior of an attack asihese variations could be detected by IDS, but more

signature. Various string-matching  (or pattern-d'ﬁerent signatures require additional work fore th

matching) algorithms are used to inspect the cmnteHDS' which reduceperformance. (i) It cannot detec

of packets and identify the attacks signature i.ID new attack for which a signature is not yet instlin
There are mainly two kinds of algorithms, viz. i)the database. Ideally, signatures should matchyever

Single-keyword pattern matching algorithms  viz instance of an attack, match subtle variationshef t

Brute force algorithm, Knuth-Morris-Pratt algorithm attack, but not ma.tch traffic .th_at is not part Gf a
and Boyer-Moore algorithm; and (i) Multiple- attack. However, this goal is difficult to accongtliin

keyword pattern matching algorithms viz., Aho-current IDSs. (i) The efficiency of the SIDS is
Corasick Wu-Manber  Algorithm Horspool greatly decreased, as it has to create a new signat

Algorithm, Quick search algorithm, Piranha, anc{Or every variation. As the signatures_ keep on
E2xb. Following are the advantages of misusihcreasing, the system performance deteriorates. Du
detection technique: (1) Signatures are very easy fo this, many SIDS are deployed on systems with

develop and understand, if we know what networwum processors and multi Gigabit network cards.
behavior we are trying to identify. For instancee WIDS developers develop the new signatures befae th
might use a signature that looks for particulaingss attacker does, so as to prevent the novel attatkiseo

within exploit particular buffer overflow vulnerdiby. system. The difference of speed of creation ofte

The events generated by signature-based IDS (SlD%?“at“TeS betwggn the developers and attackers
can communicate the cause of the alert. (2) dtaha determine the efficiency of the system(3].

relatively low rate of false alarms, which meanatth 3.2. Anomalv-based intrusion detection svstem
the SIDS has a relatively high precision. This high y y

precision is caused by the fact that a SIDS isiexiyl The anomaly (heuristic-based) detection is based
programmed to detect certain known kinds of attackg, defining the network behavior. Instead of loakin



for matches, anomaly intrusion detection looks fothey may gradually be trained incorrectly to redagn
behavior that is suspicious [3]. Anomaly-based ID@n intrusive behavior as normal due to insufficient
attempt to characterize normal operation, and dry tdata [3].

detect any deviation from normal behavior. The

network behavior is in accordance with the predsfin 4. Proposed System

behavior, then it is accepted or else it triggdrs t
event in the anomaly detection. The accepted n&twor

behavior is prepared or learned by the specifioatio Web log data
of the network administrators. It builds a model of

acceptable behavior and flag (i.e. label) exceptitan v

that model; for the future, the administrator caarkn Preprocessing
a flagged behavior as acceptable so that the agemal step

based IDS will now treat that previously unclagslfi
behavior as acceptable.An anomaly-based detection
technique compares normal behavior against the :
current pattern of behavior in a system. In order t (PI\T;%;”B”;;S:'HQ
achieve this task, the main challenge in anomaly Classifier)
detection technique is in learning what is congder
—normal behavior. The work by Axelsson describes
the two main approaches which are used to achieve
this goal: self-learning or programmed anomaly
detection. In the self-learning approach, the arpma
detection system will begin to automatically monito
events, such as live network traffic, on the
environment it has been implemented on and attempt
to build information on what is considered normal
behavior [3]. This is otherwise known as online
learning. In the programmed approach, the anomaly-
based IDS must manually learn what is considered Alert and
normal behavior by having a user or some form of Action

function —teaching the system through input OfFigurel. Proposed system of hybrid IDS
information. This is otherwise known as offline

learning, and may involve feeding the system a oy System, web log data are entered as input
network traffic data set which contains normal, ihe system. Such data are preprocessed by
network traffic. The major advantage of anomalfg)owing steps: (1)reduce and clean the noise and
detection over misuse technique is that a novathtt unimportant data, (2) identify individual user bsing

for which a signature does not exist can be daﬂgétg their IP address,(3) define the session of pasticul

it falls out of the normal traffic patterns. This i sar In our proposed hybrid-intrusion detectidn, i
observed when the systems detect new automalggh, getect both known and unknown attacks. The
worms. If the new system is infected with a wort, igystem used naive bayes classifier to analyze the
usually starts scanning for other vulnerable systam ;. by using web log features. If the attack is

an accelerated rate filling the network with malics known, the system displays the alert and perfotras t
traffic, thus causing the event of a TCP connection o 6priate action. If the attack is unknown, the
bandwidth - abnormality rule. Following are thegygtem extract rules by processing underlying featu
disadvantages of anomaly intrusion detection: (%g. And the system stores these rules to the \egp-

there is a higher rate of false alarms, which meBnSining database. So, the system can detect wheen t
lower precision. (ii) It also needs periodic oBIiN g yilar log are found next time.

retraining of the behavior profile. (iii) It tends be
computationally expensive because several metrics
are often maintained that need to be updated dgains
every system activity and, due to insufficient data
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4.1. Data Preprocessing users have login of their information, it is easy t
identify them. In fact, there are lots of user dut n

It is important to understand that the quality datkegister their informatlion. There are great numlwdrs
is a key issue when we are going to mining from itiSErs access Web sites through, agent, severa user
Nearly 80% of mining efforts often spend to improveSe the same computer, firewall's existence, oee us

the quality of data[4]. The data which is obtained'S€ diffgrent browsers, and SO forth. All of p“!’b#e
from the logs may be incomplete, noisy andnake this task greatly complicated and very difficu

inconsistent. The attributes that we can look for it© identify every unique user accurately. We mag us
quality data includes accuracy cookies to track users’ behaviors. But considering

completeness,consistency, timeliness, believapilitP©rSONage privacy, many users do not use cooldes, s
interpretability and accessibility. There is a naed It IS necessary to find other methods to solve this
preprocess data to make it have the above mentionpPlem. For users who use the same computer or use
attributes and to make it easier to mine for knolgée the same agent, it uses heuristic method to s@veth

There are three steps in preprocessing of log da%r:oblt_em, which is to test if a page is requested it
data cleaning, user identification, sessiofOt directly reachable by a hyperlink from any loé t
identification. pages visited by the user, the heuristic assunegs th
there is another user with the same computer dr wit
the same IP address. Some navigation patternare n
accurate because they only consider a few aspeats t
. . itnfluence the process of users’ identification. The
The process of data cleaning is removal o .
. . S success of the web site cannot be measured only by
outliers or irrelevant data. The Web Log file istéxt ) . . i
o . . ._hits and page views. Unfortunately, web site de=ign
format then it is required to convert the file in .
. . and web log analyzers do not usually cooperates Thi
database format and then clean the file. First,thé : e . )
. . . . causes problems such as identification unique siser
fields which are not required are removed and lnal . . . ) .
session, construction discrete user’s sessions and

we will have the fields like date, time, client IBRL . . .
. collection essential web pages for analysis. Tkalte
access, Referrer and Browser used/ Access log files, . . .
) . . Of this is that many web log mining tools have been
consist of large amounts of HTTP server information

. . . . developed and widely exploited to solve these
Analyzing, this information is very slow and P y P
L . " . . problems.
inefficient without an initial cleaning task. Evetiyne
a web browser downloads a HTML document on thﬁ 1.3, Session Identificati
internet, the images are also downloaded and stored "=~ ession ldentification
the log file. This is because though a user dods no
explicitly request graphics that are on a web page, ety ; .
they are automatically downloaded due to HTMLWeP log files is called a session. As long as user
tags. The process of data cleaning is to remowPnnected to the website, it is called the session
irrelevant data. All log entries with file name fixés  that particular user. Most of the time, 30 minutes

such as gif, JPEG, jpeg, GIF, jpg, JPG can pme-out was taken as a default session time-out. A
eliminated since they are irrelevant[4]. session is a set of page references from one seitece

during one logical period. Historically a session
4.1.2 User |dentification would beidentified by a user logging into a compute
performing work and then logging off. The login and
logoff represent the logical start and end of the

This step identify individual user_ by using thelrsession [4].The final stepconverts the data inte th
IP address. If new IP address, there is new uk&?. | . .
format needed by the mining algorithms. If the

address is same but browser version or operatin% . . o :
. . . sessions and the sequences are identified, tiniscate
system is different then it represents differengérus . .
. . . . . be accomplished more easily.
User identification an important issue is how ekact
the users have to be distinguished. It dependslynain
on the task for the mining process is executed. In
certain cases the users are identified only wiglir tiP
addresses.User’s identification is, to identify who
access Web site and which pages are accessed. If

4.1.1. Data cleaning

To group the activities of a single user from the



4.2Pattern Matching the number of bits of information obtained for
category prediction. It is frequently employed as a
4.2.1. Naive Bayesian Learning feature goodness criterion in the field of machine

Naive Bayes is also an attractive approach in tHgarning. The information gain offeature t is defin

text classification task because it is simple efoteg  2S:
be practically implemented even with a great number

m
of features_._Th|_s 5|mpI|C|ty eﬁables us to mtegﬁﬂe 16(t) =— ) p(c)logp(cy)
text classification and filtering modules with the =
existing information retrieval systems easily. m
Bayesian text classification uses a parametric umxt +p(®) Z p(ciltlogp(c;|t)
model to model the generation of documents. The i=1
model has the following form: — — -
o +p(7) Z p(c|Diogp(ci]t) @
i=1
p@ = ) p(e)p(dle) (1
j=1 is the set of categories in the target space aft) B

) the probability of the category;.cP (t) is the
Wwhere gare th? mixture components (that Corre_SponBrobability that t occurs in the collectiop(c;|t) is
to the possible classes) and jp(care prior

probabilities. Using Bayes’ rule, the model can
inverted to get the posterior probability that dswa
generated by the mixture component ¢

the probability that a category is given the feature t
Sppears, ant¢;[t), is the probability that a category
is G, given the feature t does not appear.

p(c)p(d]c) 4.2.3. Exampleto classify Normal and
p(gld) = W 2) Anomaly using Naive Bayes Classifier
The prior probabilities p (cis estimated from a We assume feature f1 as duration, f2 as protocol-
training corpus by counting the number of trainindYP®: f3 as service, f4 as flag, etc.
data in each class. dhe distribution of data in each Features=¢=0, b=udp, t=ftp-data....}=0.0)
class, p (d}¥ cannot be estimated directly. Rather, it
is assumed that data are composed from smalles, unfe (Normal/ Features) =
To make the estimation of parameters tractable, we P(Features|Normal)P(Normal)

make the Naive Bayes assumption. For reducing the P(Features)

problem the assumption is made that all featurgs (wP€Stcategory=

of a vector are pair wise different, thus they are ArgMaxp Features|Normal)P(Normal)

statistical independent. This assumption is rewkhie Normal P(Features)

the following formula
W Bestca;sg;g=

p(d|Cj) _ ﬂp(thcj) 3) NormarP (Features|Normal)P(Normal)

t=1

Here, 1, f,, f5... f, are the features in the web log data.
The naive character is due to the fact that usuliy
assumption is not verified in practice. Bestcategory=

4.2.2. Information Gain ArgMaxP(fllNormal) « B(f, |Normal) » ...

In the high-dimensional vector spaces only these =~ =~ * P(f,|Normal) * P(Normal)

features should be used that are descriptive mofig this step, the classifier classifies 2-classrifma
general spoken for a category. One solution fos thiand anomaly) by using the training web log database
task is to compute the Information gain (IG) foclea And then the next step is to analyze if the class i
unique feature. After ranking thefeatures so that t agnomaly class, the system uses the frequent pattern

highest is at the first position we can removeue= mining to extract rules that satisfy the next indmgn
that are below a predefined threshold. IG measur@gw web log.



4.3Anomaly Detector using Frequent Pattern level constraint and rule constraint. Each nodéhef
Mining tree represents the classification of all articielich
help in updating thearticle. A node can have path t
In this step, if the unknown attack is notdifferent other node of the level next toit. A ding

contained in training web log database, the systeRfth Ccovers too many queries correctly —since
cannot handle this unknown attack. So, the systeen néirarticle and keywords posted by user is difiére
the frequent pattern mining to train this unknowr!€NCe accuracy of accessing article based on the
attack as known attack appropriated for next time. nNumber of keywords and their meaning results in
this work, patterns are discovered by applying thetter accuracy. A constraint on particular node is
frequent pattern mining methods i.e. CBFP minin pplicableto its entire descending node, so tree al
algorithmon the log data. For this reason the lagad Nas downward _

have to be converted in the preprocessing phade sif¢lOSure property. Level-wise search strategy used f

that the output of the conversion can be used as tfinding frequent articles and corresponding keywsord
input of the algorithm. Pattern analysis meanEP treelike TRIE structure (called consensus tfee)

understanding the results obtained by thahared representation obtaining generalized teewplat
patterr‘?”d level-wise search strategy for predicting the

algorithmsand drawing conclusions. In ) . .
future user's interestingness of an article.The

analysis, local proxy serverenables our technigue . . o
analyze information retrieved is relevant to user g-onsensusgeneralize one-keyword queries pairing,

not, using feedback for each accessed article. Afer SINCe it would inevitably produce an overly
discovery has been achieved, the analysis of tigeneralized template The level-wise search oflartic
patterns follows. The whole mining process is af!ONg With their keywords starts from the root loé t
illustrative task which is depicted by the feedhackf®€- Each node in level-1 of the treerepresergs th
Depending on the results of the analysis either ttflifferent type of search engine (we can have amothe
parameters of the preprocessing step can be tiieed (€V€! 0 represents the time-zone), and level-2vsho
by choosing another time interval to determine thf'® number of keywords used in a query. Each leaf
sessions of the users) or only the parameters eof tfontains pointer to all articles belonged to itckeéeaf
mining algorithms (In this case that means this organized and contains pointer to the bucketrevhe
minimum support threshold). In this work the aim ofh€ article resides. Each leaf may split and combin
mining is to discover the generalized templatesnfro Paseéd ~ on  extendible  hashing  technique.
pages frequently visited at the same time, and foxtendiblehashing  technique is used for storing
discover the page for corresponding keywords. THaticle, each article being connected to a link e
results obtained is used to allow users to view aliK list contains keyword ofuserquery, correspargi
templates (both simple and generalized) oo user click through on that article. Depth of
generalized templates only, view templates sorted $ONS€NSUS treeis same for all nodes. The growth of
different ways, and display templates in differenel theconsensus treeis constrained using level-wise an
of details. The discovery of the templates can joioy Ule constraint. CBFP mining algorithm is as a
insights to the web editors as to what topics uaess €asonable time complexity and space complexity.
mostly interested in. When incorporated with the

regular search engine, those templates can improfe Experimental Result

the search speed.

CBFP mining algorithm:The algorithm uses the We examine the accuracy of our system by using
basic idea and techniques of Apriorialgorithm afd Fprecision, Recall and F-score. Precision and recall
treemethod.  Algorithm  employs level-wise andmore suitable in such system because they measure
explore pattern based on downward traversal.The lgg,y precise and how complete the classificatioonis
obtained from preprocessing phase is given to CBRRe positive class. The following table describes t
mining algorithmfor constructing consensus tree. Igonfusion matrix of a naive bayes classifier. The
the FP treetechnique, each frequent pattern oltaingiassifier uses the useful data after preproce sty

from the leave of tree. Each piece of user logg the system’s accuracy is higher than other non
information is meant for constructing or updatingyreprocessing system.

consensus tree. The path of the tree, from rosbioe
leaf represents information about the article, used



True positive, False Negative and True Negative

Classified positive  Classified negativ when researcher use hybrid model.
Actual TP FN
positive REFERENCES
Actua_l FP TN
negative [1]Aditi purohit, Hitesh Gupta “Hybrid Intrusion
Detection System Model using Clustering,
Where

o Classification and Decision Table” 2013, IOSR
TP: the number of correct classifications of theﬂournal of Computer Engineering

positive examples(true positive)
FN: the number of incorrect classifications of thg2]Kayvan Atefi, Saadiah Yahya, Ahmad Yusri Dak,

positive examples (false negative) and Arash Atefi “A Hybrid Intrusion Detection
FP: the number of correct classifications of th&ystem Based On Different Machine Learning
negative examples (false positive) Algorithms” 2013, International Conference on

TN: the number of correct classifications of thecomputing and Informatics.
negative examples(true negative)
[3]JKanubhai K. Patel, Bharat V. Buddhadev “ An

TP Architecture Of Hybrid Intrusion Detection System”
P=7p + FP ) 2013, International Journal of Information & Netkor
Security.
TP
r= TP + FN (6) [4]Manisha Valera*, Kirit Rathod(Guide) “A Novel
F= 2pr % Approach of Mining Frequent Sequential Pattern
p+r fromCustomized Web Log Preprocessing” 2013,

International Journal of Engineering Research and
Applications (IJERA).

Where, p is precision and r is recall for these

equation(5) and (6). We use these equations 8] M.Moorthy,S.Sathiyabama “A Hybrid Data

evaluate the performance of our proposed system. Mining based Intrusion Detection System for Wirsles
Now, | can’t show detail experimental result o th Local Area Networks” 2010,International Journal of

system. Because this is my ongoing research. Computer Applications.

[6]Nareshkumar D. Harale, B B Meshram “Hybrid
Design Approach for Efficient Network Intrusion
Detection using Data Mining and Network

Traditional Network IDS suffer from different performance Exploration” 2013, International Journa

efficiency.In this paper, we have been discussed

signature-based and anomaly-based approaches [jRamachandra. V. Pujeri, G.M. Karthik “Constraint
network intrusion detection. We suggested that based frequent pattern mining for generalized query
combination of both approaches may overcome themplates from web log” 2010,International Joumwfal
limitations in current Network IDS and leads to thig Engineering, Science and Technology.

performance including the intrusion detection _ _ _
accuracy by reducing the false positives.And ib als[8/Sandeep Kumar Singh, Nishant Chaurasia, Pragya

deals with the problem of detecting both known an@harma “Concept & Proposed Architecture of Hybrid
unknown attacks from large amount of Web log dattrusion Detection System using Data Mining *
collected by web servers. The contribution of th€013, International Journal of Engineering and
paper is to introduce the process of web log mining‘dvanced Technology.

and to show how to reduce irrelevant raw data to ge

more accurate classification. The result may hagk h

Accuracy to detect intrusion while using hybrid rabd

rather than primary algorithms, also result maywsho

good percentage of alarms in terms of: False pesiti

6. Conclusion






