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Abstract 

 The purpose of this work is to create a learning al-

gorithm which is based on accumulated historical data on 

previously drilled wells. Wells will forecast an emergency 

accompanied by drilling. Such a decision support system 

will help the engineer time to intervene in the drilling pro-

cess and prevent high drilling costs simple and repair 

equipment resulting in an accident. The article provides a 

brief overview of the most common method of artificial 

intelligence — artificial neural networks, as well as the 

main areas of their application in the oil and gas sector. In 

their work, the authors distinguish three main areas of use 

of such technologies: interpretation of geological data, 

exploitation of deposits (smart fields) and price forecast-

ing. The use of methods based on artificial intelligence 

increases the efficiency of the work carried out both in 

exploration and production, makes it possible to achieve 

better results with less cost. 

 Key words: classification oil and gas, drilling complica-

tions, machine learning, neural network, effciency im-

provement, gradient boosting. 

I. INTRODUCTION 

In the course of the study, work was carried 

out on the study of machine learning methods; review 

of existing practices for the use of melon models to 

improve drilling efficiency. The provided reports on 

drilling of wells at the field are analysed. Identified 

wells in which there were complications. Calcula-

tions on various machine learning algorithms are 

carried out to identify the algorithm that gives the 

minimum percentage of error. As a result of the 

study, a model based on gradient boosting was calcu-

lated to classify complications in the drilling process.  

                        

 

 

               

II. ARTIFICIAL INTELLIGENCE IN 

DRILLING 

  The requirements of the practice of drilling 

deep oil and gas wells require a broad range of needs 

for the theory. In this case, the theory should explain 

the flow of drilling technological processes both in 

typical regimes and at the time of the onset of com-

plications and during development, treating compli-

cations as an integral part of such procedures. It is 

desirable that a theoretical description of difficulties 

allows judging them not only at a qualitative level, 

but also quantify the interrelation of their essential 

variables. Because of the rather narrow applied na-

ture of modelling tasks and prevention of complica-

tions, their formulation and evaluation of the results 

obtained should first of all be guided by the needs 

and possibilities of practice. The existing capabilities 

of computer technology make it possible to carry out 

calculations that several years ago seemed laborious. 

Let us briefly review the existing works, which were 

aimed at improving the drilling process using neural 

networks and machine learning. 

At present, methods of neural programming 

networks for solving problems in various fields have 

been widely used. An artificial neural network is an 

interconnected group of nodes, similar to our brain 

system. Figure 1 shows the neural network scheme. 

There are three layers, each circle is a neuron, and the 

line is a connection between neurons. The first layer 

has input neurons that send data through communica-

tion lines to the second layer of neurons, and then 

through a large number of link nodes to the third lay-

er of output neurons. 
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Figure 1. Diagram of the neural network 

III. THE ALGORITHM WITH HIGH 

ACCURACY OF THE 

CLASSIFICATION OF PROBLEM 

According to the algorithms of machine train-

ing given in the previous chapter, calculations were 

made to classify (forecast) the complications in the 

drilling process. For calculations, the Python pro-

gramming language was used. Percentage between 

training and test sample 65/35%. The training sample 

is a sample based on which the chosen algorithm 

adjusts the dependency model. The test sample is the 

sample by which the accuracy of the model used is 

checked. Metrics were used to assess the quality of 

the models used to classify the complications in the 

drilling process. For each of the algorithms, precision 

(precision), recall (completeness), and F-measure 

metrics were introduced. 

 

 
 

 
where, 

TP - positive observation, and expected to be posi-

tive;  

FN - observation is positive, but it is predicted nega-

tively; 

FP - observation is negative, but predicted positively. 

Precision is a kind of share of objects, which is 

called a positive classifier, and in this case, these 

objects are in fact positive. The recall is a metric in-

dicating which fraction of objects of a positive class 

from all objects of a positive class found an algo-

rithm (Figure 2). In other words, precision does not 

allow you to assign all objects to one class because, 

in this situation, the FP level will increase. Recall 

shows the possibility of the model to define this type 

in principle, and precision - to distinguish the class 

from other classes. 

 

 
Figure 2. Accuracy of the classification of problem 

The F-measure is an aggregated quality crite-

rion that combines precision and recall-average har-

monic precision and recall. 

 
 

where, β is the weight of the accuracy of the 

metric (β = 1 is the average harmonic). F-measure for 

completeness and accuracy reaches a maximum of 

one, and if one of the arguments is close to zero, it 

tends to zero. The data loaded into the Python soft-

ware environment was loaded with a single dataset, 

with a preliminary classification of the complica-

tions, for the subsequent learning of the model. As 

indicated, the training sample is 65% of the total da-

ta, and 35% of the data is used to verify the correct-

ness of the model set. The following drilling parame-

ters were used as input parameters: 

• Level of tank 02; 

• Input flow; 

• Weight on the hook; 

• Torque on the rotor; 

• Rate of penetration; 

• Volume of tank 02; 

• Gas content. 

As a result of the calculations, the following 

metrics were obtained, for the subsequent detection 

of the most accurate model. 

IV. SUPPORT VECTOR MACHINE 

The General idea of an SVM is to solve the 

problem of correctly classifying a set of data and 

maximizing a geometric field. There can be multiple 

separating hyper planes, but there is only one separat-



 

 

ing hyper plane with maximum geometric indenta-

tion. A direct explanation for maximizing the geo-

metric field is that the hyper plane with the maximum 

geometric indentation derived from the classification 

is equal to classifying the training data by a sufficient 

certainty factor [7]. It is necessary not only to classify 

correctly, but also to separate the nearest points with 

a sufficient coefficient of reliability. This process can 

provide certain data with a good predictive ability 

called generalization ability. 

When solving a nonlinear problem after con-

verting to multidimensional space, it is usually diffi-

cult to find a hyper plane that can completely sepa-

rate the data points, which means that there are some 

special points. But after removing these special 

points, most of the points become linearly separable. 

To solve this problem, we import the sliding variable 

into the training sample. In a soft-edged situation, the 

SVM learning task will look like: 

  (1) 

 s.t.          (2) 

where C is the penalty parameter. Increasing C also 

increases the penalty for classification errors. You 

must adjust the target function to minimize the num-

ber of singular points while maximizing the offset 

from the hyper plane. 

 

 

Figure 3. Support Vector Machine 

V. LINEAR LOGISTIC REGRESSION 

ALGORITHM 

The linear logistic regression algorithm is a 

classical classification method in the study of statis-

tics related to the linear logarithmic model [8-9]. This 

classification model is a conditional probability dis-

tribution P (Y / X), which is a judgment model. It can 

be obtained from the linear regression model hw (x)=
 

W
T

X and the sigmoid curve: 

                       (3) 

 

 

Figure 4. Logistic regression distribution function 

and density function 

 

 (4) 

Likelihood function 

          (5) 

Logarithm likelihood function 

  

     (6) 

VI. IMPLEMENTATION AND RESULTS OF 

THE EXPERIMENT 

Table 1. Metrics by model 

Algorithm 

 Metrics  

Precision Recall F-мера 

Logistic regression 1.00 1.00 1.00 

Naive Bayesian 

Classifier 0.03 1.00 0.06 

Method of k-

nearest neighbors 0.83 0.64 0.73 

Decision tree 0.97 0.87 0.92 

Support vector 

method 1.00 1.00 1.00 

«Random Forest» 1.00 0.87 0.93 

Gradient boosting 1.00 0.93 0.97 

Neural network 0.92 0.51 0.66 

 

Table 1 shows that the following algorithms of 

machine learning have the highest accuracy: decision 

tree; "Casual forest"; Gradient boosting.  

Next, we considered the number of correct and 

correct assumptions in the calculation of algorithms. 

Table 2 presents the case for situations where there 

are no complications, and in Table 3 the classifica-

tion of complications is correct. True is the number 

of correctly predicted values; false is the number of 



 

 

misplaced predictions. From the data presented, it 

can be seen that the greatest number of correct and 

accurate classifications of situations is obtained using 

the machine learning method gradient boosting. Gra-

dient boosting (Appendix B) allowed with a mini-

mum of the error to classify the complication from 

the available data set. 

Table 2. Accuracy of prediction of a normal     
situation 

Algorithm Situation True False 

Logistic regression Normal 3916 1 

Naive Bayesian Classifier Normal 2484 1433 

Method of k-nearest 

neighbors Normal 3911 6 

Decision tree Normal 3916 1 

Support vector method Normal 3917 0 

«Random Forest» Normal 3917 0 

Gradient boosting Normal 3917 0 

Neural network Normal 3915 2 

 

Then, input parameters were analyzed by sig-

nificance category, weighting criteria for gradient 

boosting. The greatest influence on the operation of 

the algorithm is "Input pressure", "Torque", "Flow 

rate at the input". 

• Inlet pressure (0.3115) 

• Torque on the rotor (0.2709) 

• Inlet flow rate (0.2363) 

• The volume of tank 02 (0.0704) 

• Gas content (0.0601) 

• Weight on the hook (0.0160) 

• Rate of penetration (0.0082) 

• Level of tank 02 (0.0000) 

VII. EXAMPLE OF GRADIENT BOOSTING 

IMPLEMENTATION 

 

 

Figure 5.  Example of gradient boosting imple-

mentation 

 
 

Figure 6. Accuracy of prediction of a normal  

situation 

 

 
 

Figure 7. Precision of prediction of problems 

VIII. CONCLUSION 

The most effective methods of machine learn-

ing were used to classify complications in the drilling 

process. For the algorithms, drilling parameters were 

selected, which will be obtained at the entrance to the 

program, for its training and further prediction of 

complications. As a result of the calculations, the 

most effective method of machine learning-gradient 

boosting-was chosen. This method showed the small-

est error in the complication classification test. Of all 

the drilling parameters, the inlet pressure exerts the 

greatest influence on the classifier. 

As a result of this work, it can be argued that 

the algorithm was chosen, which with a minimum 

error is able to classify complications in the drilling 

process on the basis of the parameters recorded on 

the rig. Such a program will help the engineer to         

intervene in the drilling process in time and prevent 

high costs of downtime and equipment repair. It is 

recommended for further work on the project to in-

clude more wells with complications to more accu-

rately adjust the program for the classification of          

various complications. It is very important for the oil 

field technological service to determine the multi-

phase (oil-water-gas) stream flow regime because, for 

example, even high liquid flow rate in the not corre-



 

 

sponding regime can lead to feed failure of the pump 

and to emergency stop of oil well. However, if this 

situation could be classified at the early stage, it can 

provide to avoid accident situation and thus to main-

tain oil well operating efficiency.  
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