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ABSTRACT 

 

Soil is the basis of our earth’s agroecosystems which provide us with fiber, food, 

fuel etc. Soil classification helps predict soil type and performance for growing 

agricultural crops that provide us with food. Soil classification is essential for a farmer 

who can know soil type, and plants the suitable crops depending soil type. The aim of this 

research is therefore to develop a method that automates soil classification by applying 

image processing techniques. In the proposed soil classification method, soil 

classification is performed by using color and texture of a soil image as features and by 

using the K-Nearest Neighbors (KNN) as a classifier.The proposed soil classification 

method firstly extracts color features: mean and standard deviation, and texture features: 

energy and contrast, from soil images in dataset. These features vectors are then saved as 

a features dataset. In testing phase, the texture and color features from the user input soil 

image are also extracted as a testing feature vector. The user input soil image is then 

classified based on this testing feature vector by comparing with all the features vectors 

in the features dataset using k-nearest neighbors (KNN) classifier. After classifying the 

user input soil image whether it is clay or clay loam or sandy loam, the system provides 

the list of crops and vegetations which can easily be grown in the predicted soil type.Soil 

RGB images dataset applied to our soil classification system contains “sandy loam” and 

“clay loam” (Red Earths and Yellow Earths) soil images has taken in plantations and 

farms in  Lashio township and collected from Internet. Our own soil image dataset 

including 200 soil images is applied to the system with the purpose of building the 

features dataset and testing the system. 150 soil images in the dataset are used for 

building the features dataset and 50 soil images are, for testing the system, as unknown 

data. The overall accuracy of the system is over 88% for all 3 soil types: clay, clay loam 

and sandy loam. The system is implemented in MATLAB programming environment on 

Microsoft Windows platform. 
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CHAPTER 1 

INTRODUCTION 

 

Soil is a crucial ingredient of agricultural products. There are different kinds of 

soil exist. Each soil type can have various kinds of features and crops that can be 

cultivated on different soil types. The features and characteristics of different types of 

soils are needed to know so as to understand which crops can be grown healthier in a 

specific soil type [14]. 

Moreover, most of the countries conduct agricultural products exporting, in which 

those countries exporting agricultural products of higher standard are very much 

depending on these soil characteristics. Soil characteristics classification and 

identification are therefore very much important. Soil type identification helps to 

overcome quantity loss of agricultural products [16]. 

 

1.1 Soil Classification 

Soil classification comprises steps like image acquisition, image pre-processing, 

feature extraction and classification [16]. Statistical features such as HSV histogram, 

mean and standard deviation,  low-pass filter, Gabor filter and color quantization [16], 

pH, Potassium and Zinc, chemical features [14],  color features, texture features, drainage 

class features and terrain features [15], can be applied as features to soil classification. 

Machine learning (ML) algorithms can be useful to soil classification because it is 

progressed significantly in recent years. ML is still a challenging and emerging research 

field in agricultural data analysis. Several ML methods such as Gaussian Kernel-based 

Support Vector Machines (SVM), Bagged Trees, weighted K-Nearest Neighbor (k-NN), 

[14], K-means clustering and Self-organizing Maps (SOM) [15] are applied to soil 

classification. 
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Land Use Division of Myanmar Agriculture Service had prepared a new soil map 

of Myanmar based on the Rosanov soil system by definitely modifying the taxonomy, 

nomenclature, definition of types and properties and by adding additional data to 

correlate it with the FAO/UNESCO classification in 1970. According to the modern soil 

classification, 24 main types of soils are being recognized in Myanmar. The these soils’ 

characteristics are determined upon (1) the mineral and physical composition of the 

parent material, (2) physical features, the relief, (3) the vegetation, (4) the climate under 

which the soil material has been developed [7]. 

 Soil RGB images dataset applied to our soil classification system contains “sandy 

loam” and “clay loam” (Red Earths and Yellow Earths) soil images taken in plantations 

and farms in  Lashio townships located in Shan state.  The Red Earths is the typical soils 

in Shan state for agriculture. They are having a good structure, well drained, easy to 

plough, and very suitable for cultivation of perennial as well as seasonal crops. The 

Yellow Earths can be occurred on the Shan plateau’s lower slopes. The Yellow Earths 

soil are suitable for forests, flowers and gardens [7]. In Figure 1.1, soil types, land forms, 

soil textures, and list of suitable corps for Shan plateau is depicted. 

 

Figure 1.1 Soil Types, Land Forms, Soil Textures, and List of Suitable Crops for Shan Plateau 
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1.2 Motivation of the Thesis 

Soil is an important component in agriculture for cultivating crops. Soil type of a 

particular geographical area is generally analyzed by manually collecting soils samples, 

and classifying them into certain soil types using different methods. These tasks are 

experts and labor-intensive, time-consuming, and expensive also. The main point is to 

automate these procedures, and to achieve faster and more accurate information of soil.  

With the emerging technologies concerning ML and image, it can be effectively 

classified a soil image into soil types which it belongs to. Therefore, an automated soil 

classification system is needed to developed which can automatically determine the soil 

type for particular crops or plants based on a soil image using ML and image processing 

techniques. 

 

1.3 Objectives of the Thesis 

The objectives of the thesis are as follow: 

(i) To study the image processing techniques and soil classification systems. 

(ii) To study the integration of image features such as mean, standard 

deviation, contrast and energy with the K-NN classifier. 

(iii) To classify soil types of Myanmar in specific regions. 

(iv) To implement an efficient soil classification system and analyze its 

performance with experimental results. 

(v) To provide the list of crops which can be grown in the output soil type. 

 

1.4 Contributions of the Thesis 

A soil classification system and its methods for agricultural crops using KNN is 

developed in this thesis. The proposed soil classification system is essential to automatic 

soil classification using image processing techniques to be used in farms and plantation in 

the specific areas in Myanmar. The contributions of the thesis are as follows: 

(i) Image Features extraction using color and texture is proposed. 
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(ii) Soil classification system using the extracted features and KNN is 

developed. 

(iii) List of suitable crops in the predicted soil type is also provided for farms 

and plantations. 

(iv) The accuracy of the proposed system is compared with the other two 

classifiers: Decision (Fine) Trees and Kernel Naïve Bayes. 

 

1.5 Overview of the System 

The proposed soil classification system comprises two processes: features 

extraction from soil RGB images and building dataset process, and testing or soil 

classification process. 

In the first process, image color features: mean and standard deviation and image 

texture features: energy and contrast from soil RGB images are extracted as features 

vectors. The features dataset is then built by using these features vectors. 

In the second process, a tested soil image is inserted into the proposed system, and 

the features extraction from it is performed. The tested soil image is classified by finding 

distances between its features vector and features vectors in the features dataset by using 

KNN. The system then outputs the soil type of the tested soil image and the list of crops 

that can easily grow on the soil in the tested soil image. The overview of the system is 

shown in Figure 1.2. 
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Fig. 1.2 The Overview of the System 

 

1.6 Organization of the Thesis 

This thesis is comprised of five chapters, abstract, acknowledgment and 

references. 

Soil classification, machine learning and soil types of Myanmar are introduced in 

chapter one. This chapter also presents the motivation, objectives of the research work, 

contribution, and overview. 

The basic concepts of digital image processing, types of images, the image 

features for the soil classification system, types of classifiers and related works are 

presented in chapter two. Fundamental steps in image processing are also briefly 

explained in this chapter.  

The soil classification system is explained in detailed in chapter three. First of all, 

dataset collection is described, and the detail discussion about color and texture features 

extraction from the dataset is then done, and soil classification using KNN is finally 

presented.  

Collect Soil RGB 

Images 

Features Extraction Features Dataset 

Building 

Input Tested Soil 

Image 

Features Extraction Soil Classification 

using KNN 

Display List of Crops 

Features Extraction and Features Dataset Building Process 

Testing or Soil Classification Process 
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Design and implementation of soil classification system using KNN are described 

in chapter four. First of all, the overview of system design and the architecture of the 

system are described in order to understand the process flow of the proposed soil 

classification system in this chapter. The implementation of all the processes in the 

proposed system using MATLAB programming environment is then discussed with User 

Interfaces (UI). The performance analysis and the experimental results are finally 

presented with charts, figures and tables. 

In chapter five, the conclusion of the research work is presented. In this chapter, 

limitations of the system and further extensions that intend to make improvements on the 

research work are also discussed. 
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CHAPTER 2 

BACKGROUND THEORY 

 

This chapter first describes data structures of a digital image. Secondly, this 

chapter presents the color spaces and types of images. It then explains fundamental steps 

in digital image processing and machine learning for classification tasks. Finally, it 

presents related works with soil classification. 

2.1 Digital Image Processing 

Digital image processing is to develop a digital system that operates on a digital 

image with the aim of achieving an enhanced image or to get some useful information 

from it. It is also a kind of signal processing in which an image is considered as input, 

and its output could be an enhanced image or characteristics or features related to that 

image. The digital image processing is the processing of digital images by using a digital 

computer. Image processing is generally employed either to prepare an image for 

quantitative features measurement for object recognition or to enhance visual appearance. 

The digital image processing techniques are researched and developed for three major 

applications mainly:  

 Image Processing (input and output are images),  

 Image Analysis (input is an image, and output are measurements), and  

 Image Understanding (input is an image, output is high-level description of 

the image).  

 

2.1.1 Digital Image Data Structures 

Digital images comprise picture elements or a set of points, pixels which are 

stored as an array of numbers. There are four types of digital image such as true color 

image (RGB image), intensity image (Grayscale image), binary image (Black/White 

Image), and index image. Images are spatial data indexed by two spatial coordinates, 

typically the variables x and y refer to the horizontal and vertical axes of an image.  
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A pixel value represents the intensity or color of each pixel. An image is often 

represented by using a multidimensional matrix [5]. For example, encoding of an RGB 

image comprises 3 matrices: one each for red, green and blue intensity as shown in 

Figure 2.1. 

 

Figure 2.1 RGB Color Image Represented by Three Matrices 

2.1.2 Types of Digital Images 

People spend a lot of time in everyday while working with a large variety of 

digital raster images such as grayscale scans of printed documents, color photographs of 

people and landscapes, building plans, screenshots, faxed documents, and medical images 

such as X-rays and ultrasounds, and a multitude of others. All these images are, as a rule, 

ultimately represented by using two-dimensional ordered arrays of image elements, 

although all the different sources are used for these images.  

2.1.2.1 Grayscale Image (Intensity Image) 

A grayscale image data includes a single layer or channel that represents the 

brightness, intensity, or density of the image. In most cases, only positive intensity values 

make sense because the brightness values represent the intensity of light energy or 
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density of film; and thus, these values cannot be negative, so typically whole integers in 

the range 0, . . ., 2
k
-1 are used. A typical grayscale image uses k = 8 bits (1 byte) per 

pixel, and its intensity values are in the range 0-255, where the value 0 represents the 

minimum brightness (black), and 255 the maximum brightness (white). 

8 bits per pixel is not sufficient for many professional print applications and 

photographs, as well as in astronomy and medicine. Image depths of 12, 14, and even 16 

bits are often encountered in these domains. An RGB-encoded color image with an 8-bit 

depth would require 8 bits for each channel for a total of 24 bits, while the same image 

with a 12-bit depth would require a total of 36 bits. A sample grayscale image is shown in 

Figure 2.2. 

 

Figure 2.2 Grayscale Image (Intensity Image) and its Original RGB Image 

2.1.2.2 Binary Image 

Binary images are a special kind of intensity image in which pixels values can 

only take on one of two values, black or white.  

 

Figure 2.3 Binary Image and its Original RGB and Grayscale Images 
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Typically, these values are encoded using a single bit (0/1) per pixel. Binary 

images are often applied to representing archiving documents, line graphics, in electronic 

printing and encoding fax transmissions. A sample binary image is shown in Figure 2.3. 

2.1.2.3 Color Image 

Most color images are constructed by using the primary colors: red, green, and 

blue (RGB), in which typically 8 bits for each color component is used. Each pixel of a 

color image requires 3×8 = 24 bits to encode all three components, and each color 

component is ranging from 0 to 255. As with intensity images, color images with 30, 36, 

and 42 bits per pixel are commonly used in professional applications. Images with four or 

more color components are commonly applied to most pre-press applications, typically 

using the subtractive CMYK (Cyan-Magenta-Yellow-Black) color model while most 

color images include three components. A sample color image is shown in Figure 2.4. 

 

Figure 2.4 Color Image 

Palette or indexed images are a very special kind of color images. The difference 

between a true-color image and an indexed image is the number of different colors that 

can be applied to a particular image. In an indexed image, the image pixel values are only 

indices onto a specific table including selected full-color values. 

2.1.3 Color Models 

A color model is a color system that utilizes three primary colors to create a larger 

range of colors. Various kinds of color models used for different purposes exist, and each 

color model has a slightly different colors ranges which they can produce. The whole 
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range of colors produced by a specific type of color model is called a color space. All 

color results from how our eye processes light waves, but depending on the type of 

media, creating that color comes from different methods [8]. 

2.1.3.1 RGB Color Space 

The usage of the RGB color space has started in color television where Cathode 

Ray Tubes (CRT) was used. RGB color space is an example of a relative color standard. 

The primary colors (R-red, G-green, and B-blue) mimicked phosphor in CRT 

luminophore. The model uses additive color mixing to inform what kind of light needs to 

be emitted to produce a given color. The value of a particular color is expressed as a 

vector of three elements-intensities of three primary colors, and a transformation to a 

different color space is expressed by 3 × 3 matrices. Assume that values for each primary 

are quantized to m = 2
n
 values; let the highest intensity value be k = m-1; then (0, 0, 0) is 

black, (k, k, k) is (television) white, (k, 0, 0) is pure red, and so on. The value k = 255 = 

28 − 1 is common. There are 2563 = 224 = 16, 777, 216 possible colors in such a 

discretized space [8]. Figure 2.5 shows the RGB color space. 

 

Figure 2.5 RGB Color Space 

The RGB model may be thought of like a 3D coordinatization of color space; note 

the secondary colors which are combinations of two pure primaries. There are specific 

instances of the RGB color model such as RGB, Adobe RGB, and Adobe Wide Gamut 

RGB, which differ slightly in transformation matrices and the gamut [8]. One of the 

transformations between RGB and XYZ color spaces is as follows: 
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2.1.3.2 HSV Color Space 

HSV (Hue, Saturation and Value) color space is considerably closer to RGB color 

space in which humans describe color sensations and perceive color. Hue is the dominant 

color observably by humans. Saturation is the amount of white light assorted with hue. 

Value is the brightness (intensity). A HSV color space can be viewed as a geometric 

cylinder, where the angular dimension represents Hue (H), starting at the primary red at 

0 , and moving to primary green at 120   and then finally wrapping black to red at 360   

A saturation value moving towards the outer edge means that the colorfulness value is at 

the maximum for the color defined by the hue. The central vertical axis of HSV color 

space is the Value (V), ranging from black at the bottom with lightness or value 0, to 

white at the top with lightness or value 1 [8]. The HSV color space is illustrated in Figure 

2.6. 

 

Figure 2.6 HSV Color Space 

2.2 Phases  of Digital Image Processing 

Phases of Digital Image Processing are as follows. [12] 

i. Acquisition 
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ii. Image Enhancement 

iii. Image Restoration 

iv. Color Image Processing 

v. Wavelets and Multi-Resolution Processing 

vi. Image compression 

vii. Morphological Processing 

viii. Segmentation Procedures 

ix. Representation and Description  

x. Object Detection and Recognition 

Some of these fundamental steps are discussed in this section. 

2.2.1 Image Enhancement 

Image enhancement is the process of manipulating an image so the result is more 

suitable than the original for a specific application.  

 

Figure 2.7 A Grayscale Image and its Histogram 

The word specific is important here, because it establishes at the outset that enhancement 

techniques are problem oriented. Thus, for example, a method that is quite useful for 

enhancing X-ray images may not be the best approach for enhancing satellite images 

taken in the infrared band of the electromagnetic spectrum [12]. 
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A grayscale image and its histogram are depicted in Figure 2.8. Contrast of this 

image is enhanced by using the histogram equalization method. The contrast-enhanced 

resultant grayscale image and its histogram are as shown in Figure 2.9. 

 

Figure 2.8 The Contrast-enhanced Grayscale Image and its Histogram 

2.2.2 Color Image Processing 

Color image processing is an area that has been gaining in importance because of 

the significant increase in the use of digital images over the internet. Color image 

processing composes of color models and color processing in a digital domain. Color is 

used also as the basis for extracting features of interest in an image.  

The techniques of intensity (sometimes called density) slicing and color coding 

are the simplest and earliest examples of pseudocolor processing of digital images.  
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Figure 2.9 A Representation of the Intensity Slicing Technique 

According to the mapping in this figure, any image intensity below level li is 

assigned one color, and any level above is assigned another. When more partitioning 

levels are used, the mapping function takes on a staircase form [12]. The intensity slicing 

is shown in Figure 2.10. 

An example of intensity slicing is shown in Figure 2.11 including a terrain RGB 

image, its grayscale image, and a pseudo-colored image using intensity slicing into five 

colors.  

 

Figure 2.10 An Example of Color Image Processing, Pseudo Coloring using Intensity Slicing 

2.2.3 Segmentation 

 The process of partitioning an image into different groups of pixels is called 

image segmentation. It segments an image into discrete regions in which having the pixel 

values with high similarity in each region, but high contrast forming edges among 
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regions. There are many image segmentation techniques such as thresholding-based, 

edge-based, clustered-based, and neural network-based. 

Among these, k-means clustering is popular, and it is an unsupervised machine 

learning algorithm. The k-means clustering algorithm can be applied to segment the 

region on interest (ROI) from the background or from other areas. As shown in Figure 

2.12, the image is divided into two clusters using k-means clustering, and the foreground 

and the background are efficiently segmented. 

 

Figure 2.11 Segmentation in RGB Color Space (2 Clusters) 

As shown in Figure 2.13, the image is divided into three clusters using k-means 

clustering, and three regions: black constituents, gray constituents and others components 

such as shovel and leaf are efficiently segmented.  

 

Figure 2.12 Segmentation in RGB Color Space (3 Clusters) 
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2.2.4 Feature Extraction 

Features extraction can be used in many different domains such as diagnosis, 

identification, clustering, classification, detection and recognition. Image features 

extraction is used to get much information as feasible from the image. There exist many 

feature extraction methods, which may depend on color features, geometric features, 

statistical features, and texture features [20]. Feature is crucial in image processing. The 

different features of an image are domain specific features, or shape, texture and color 

[4]. 

Edges are very important features for representing the shape of a particular region 

or an object. There exist many edge detection methods. In Figure 2.14, edge detection 

result using high-pass filter. The high-pass passes over the high frequency components, 

and reduces or eliminates low frequency components of an image. By doing so, the high-

pass filter can detect and enhance edges. 

 

Figure 2.13 Edge Detection using High-pass Filter 

In Figure 2.15, edge detection result using range filter is depicted. The Range 

filter detects edges and areas having different texture. The range filter result is the 

difference between local minimum and maximum values in the filter window multiplied 

by an adjustable gain factor that modulates the brightness and contrast of the result. The 

more the gain factor increases, the brighter the contrast of the filter result. 
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Figure 2.14 Edge Detection using Range Filter 

 

2.3 Artificial Intelligence (AI), Machine Learning (ML) and KNN 

Artificial Intelligence (AI) is intelligence exhibited by machines. An ideal 

intelligent machine is a flexible rational agent that perceives its environment in computer 

science. It also takes actions that maximize its chance of success at some goal. Therefore, 

when a machine mimics a human-like behavior such as planning, learning, reasoning, the 

perception of the environment, natural language processing, problem-solving, and so on, 

it then falls under the category of Artificial Intelligence. 

AI systems are not be pre-programmed. Instead, they use clever algorithms which 

can perform different kinds of tasks based on their own intelligence. They comprise ML 

algorithms such as deep neural networks, clustering algorithms and reinforcement 

learning algorithms. AI is being applied to many technologies such as optical character 

recognition (OCR), language translation, speech recognition, web search, objects 

detection and classification and health care. According to capabilities of the AI systems, 

they can be categorized into three types as follows:  

(a) Weak AI 

(b) General AI 

(c) Strong AI 

Weak AI and general AI are currently worked with. The future of AI is to create 

strong AI that will be more intelligent than humans.  
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Artificial intelligence and machine learning (ML) are included in computer 

science, and they are related each other. AI and ML are the most trending technologies 

used for developing intelligent systems. ML is a sub-field of AI, which enables machines 

to learn from past data or experiences without being explicitly programmed. ML works 

only for particular or specific domains. For example, if a ML model is created which is 

intended to detect pictures of dogs, it can detect only dog images, and, however, if a new 

or unknown data like a cat image is given to the ML model, it will then become 

misclassified or unresponsive.  

Machine learning is being applied to different applications such as business 

intelligence, Facebook recommendation engines, human resource information systems 

(HRIS) and self-driving cars. It can be categorized into three types:  

(a) Supervised learning 

(b) Unsupervised learning and 

(c) Reinforcement learning. 

The KNN algorithm is one of the most broadly used machine learning algorithms 

for classification due to its simplicity and easy implementation. In many domain 

problems, it is also applied as the baseline classifier [18].  

KNN is a lazy learner for it simply stores all the given training data as input 

without doing any calculations. It does classification only when the testing data is given 

to it. KNN is also known as a non-parametric algorithm because it does not require any 

prior knowledge concerning the training dataset. It assumes that instances or tuples in the 

dataset are identically and independently distributed. The instances or tuples which are 

close to each other, therefore, have the same classification. [19]. 

The distance between two points is calculated by Euclidean distance, a similarity 

measure, in KNN. The distance between two points: p and q with n elements is measured 

as in Equation 2.4: 
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 (𝑝 𝑞)   (𝑞 𝑝)  √(𝑝  𝑞 )  (𝑝  𝑞 )    (𝑝  𝑞 )      (2.4) 

                       √∑ (𝑝  𝑞 )  
                                        

After measuring the distance between the testing data and the training data using 

the above equation, the k number of nearest neighbors to the testing data is then selected, 

and the majority class or label of the selected neighbors will become the predicted class 

or label for unknown testing data. 

The K-NN working flow can be described with the following algorithm: 

(a) Define the number of nearest neighbors, K 

(b) Find Euclidean distances between the testing data and each of the training 

data  

(c) Get the K nearest neighbors based on the Euclidean distances 

(d) Count the number of the data points in each class or category among the K 

nearest neighbors 

(e) Assign the new data points to that category for which the number of the 

neighbor is maximum.  

Figure 2.15 shows the distance calculation between two data points in K-NN. 

 

Figure 2.15 Distance Calculation between Two Data Points 
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The advantages of using KNN are insensitive to outliers, high accuracy, and no 

assumption about data. KNN does work with both nominal and numeric values. 

However, KNN requires an expensive computation and a lot of memory. 

2.4 Related Works 

With the advent of AI and ML, various methods have been proposed to facilitate 

soil classification task in literature. The research works related to this thesis in literature 

are discussed in this section.  

2.4.1 Soil Classification using ML and Crop Suggestion 

In [14], S. A. Z. Rahman and K. Chandra Mitra have proposed a model or a 

method that can predict soil series together with land types, and according to prediction 

results, their model can be suggested suitable crops for a certain soil type. Gaussian 

kernel-based Support Vector Machines (SVM) and the weighted KNN, and Bagged Trees 

are applied to soil classification in their research. The proposed SVM based method 

achieves better results than many existing classification methods according to the 

experimental results. The remark for their research is that prior survey on soil series of a 

country, chemical and geographical features are must be performed. 

2.4.2 Soil Classification using Self-Organizing Map and k-means 

In [15], Sofianita Mutalib and S. Abdul-Rahman have used k-means and self-

organizing map (SOM) in the classification model. The inputs to their model are texture, 

color, terrain and drainage class. The classification rate for the SOM is 91.8%, and k–

means, 79.8%, respectively. The remark for their research is that prior survey on soil 

texture, color, terrain and drainage class features are must be first measured, and the 

classification rate of the model based on k–means is about 79.8 %. 

 

2.4.3 Performance of SVM Classifier for Image-based Soil Classification 

In [16], Srunitha. K. and S. Padmavathi, have explained soil types classification 

using support vector machine. The texture features from soil images are taken using color 

quantization technique, Gabor filter and the low pass filter. The statistical parameters: 

Standard deviation, mean amplitude and HSV histogram, are also extracted. The remark 
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for their research is that, although the proposed method works effectively with sand and 

clay soil types, it provides poor results for the peat soil with 58.7% accuracy.  

2.5 Summary 

This chapter describes the theory background concerned with digital image 

processing, machine learning and soil classification in detail. Digital image data 

structures, types of digital images, color models and fundamental steps in digital image 

processing are discussed and referenced in detail. Moreover, the relation among AI, ML 

and KNN is also described. Finally, the research works related to this thesis in literature 

are discussed using descriptions and remarks in this chapter. 
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CHAPTER 3 

SOIL CLASSIFICATION SYSTEM  

In this chapter, methods applied to the proposed soil classification system are 

described in detail. In features extraction method, color features: mean and standard 

deviation, and texture features: energy and contrast are extracted from soil RGB images. 

In soil classification method, features similarity between the features dataset and the 

tested features dataset is calculated using KNN. 

3.1 Features Extraction 

Feature extraction is almost always performed after achieving the output of a 

segmentation process, which usually is raw pixel data, including either all the points in 

the region itself or the boundary of a region. Feature extraction comprises feature 

detection and feature description. Firstly, feature detection means that the features in an 

image, region, or boundary is being found. Secondly, feature description means assigning 

quantitative attributes to the detected features [12].  

Features extraction can be used in many different domains such as diagnosis, 

identification, clustering, classification, detection and recognition. Image features 

extraction is used to get much information as feasible from the image. There exist many 

feature extraction methods, which can be depended on color features, geometric features, 

statistical features, and texture features [20]. Feature is crucial in image processing. The 

different features of an image are domain specific features, or shape, texture and color 

[4]. 

Features extraction is to simplify resource numbers needed to represent a large 

dataset accurately. When complex data analysis is performed, one of the major problems 

is stemming from the involved variables number. When performing analysis on a large 

number of variables, it generally requires a large amount of computation power and 

memory, or a classification algorithm which may overfit the training data, and 

generalizes poorly to new testing data. Feature extraction is a general term for methods 
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which construct variables combination to solve these problems while it can still represent 

the data with acceptable rate [11]. 

 

3.1.1 Image Resizing 

Before features extraction, soil RGB images which are clay, clay loam and sandy 

loam soil images taken in plantations and farms in Pyin Oo Lwin and Lashio townships, 

and collected from Internet is first applied to our soil classification system. Some of the 

soil images in the dataset has high dimensions (resolution), and they should be resized 

because of time and space complexity. Image resizing is depicted in Figure 3.1. 

 

Figure 3.1 Image Resizing 

The three major soil types in Shan state: clay, clay loam and sandy loam [7] have 

different patterns: different texture and color features as shown in Figure 3.2. Therefore, 

color features and texture features of a soil image can be used to classify a particular soil 

type.  

 

Figure 3.2 Three Soil Types used in the System 

3.1.2 Texture Features  
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Texture includes a significant amount of information about the basic arrangement 

of the surface that is fabric, clouds, bricks, leaves etc. It also defines the relationship 

between the surface and its environment. The physical composition of surface is also 

described by the texture [3].  

Texture is marked as one of the crucial features of every image. Gray level co-

occurrence matrix (GLCM) is used to obtain the second order statistical features for any 

image, and GLCM operates on spatial domain. Some of the texture features proposed by 

Haralick are entropy, energy, correlation, homogeneity, maximum probability, contrast 

and dissimilarity [4]. 

The aim of texture analysis is to find a unique way of representing the underlying 

characteristics of textures. It then represents them in some simpler but unique form, so 

that they can be applied to robust classification and accurate objects segmentation. 

Although texture is very much important in pattern recognition and image analysis, only 

a few architectures concerned with on-board textural feature extraction has been 

implemented. GLCM, one of the few architectures is formulated to obtain statistical 

texture features [11]. 

Many features and methods which are used to represent the texture are 

summarized in Table 3.1. 
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Table 3.1 Methods and Features used to describe Texture [6] 

 

The co-occurrence matrix introduced by Haralick is popular for extracting texture 

features. The co-occurrence matrix of an intensity image is built depending on the 

correlations between image pixels. For an image whose size of k-bit with 𝐿=2𝑘 

brightness levels, an 𝐿×𝐿 matrix is constructed and its elements are the number of 

occurrences of a pair of pixels with brightness of a and b, different pixels separated by d, 

some distance, pixels in a certain direction. The textual characteristics of the second 

statistic is calculated after calculating the matrix [6]. 

 



27 

 

Figure 3.3 Extraction a Co-Occurrence Matrix with 8 Intensity Levels 

For example, in Figure 3.3, an image whose size of 3-bit with 8 intensity levels is 

shown, and its co-occurrence matrix has 8 columns and 8 rows. The matrix elements are 

the pixel occurrences number with gray intensity levels, i and j, which are represented by 

a displacement of 1 pixel in the direction of zero degrees [6].  

The gained co-occurrence matrix is split by the summation of all the indecisions 

in order to gain a normalized GLCM matrix [17]. The normalized GLCM is shown in 

Figure 3.4. 

 

 

Figure 3.4 Normalized GLCM [10] 

Typically, the co-occurrence matrix is created by defining for the four main 

directions (0, 45, 90, and 135). In Figure 3.5, four possible angles between two pixels 

with angles (0, 45, 90 and 135) degrees are represented with a displacement of 3 between 

two pixels [6]. 



28 

 

 

Figure 3.5 Four Different Directions with Displacement 3 between Two Pixels 

After constructing the co-occurrence matrix, the Haralick statistical features can 

be calculated from the co-occurrence matrix output [6]. Haralick defined 14 statistical 

features from the GLCM to be applied to texture classification. These features are, 

however, strongly correlated [9]. Generally, the prominent four features are energy, 

homogeneity, entropy and contrast in 14 Haralick’s features. These prominent features 

are calculated based on GLCM, and can be summarized as follows: [17] 

Contrast is the measure of the local variations in the gray-level co-occurrence 

matrix. 

 𝐶𝑜𝑛𝑡𝑟𝑎𝑠𝑡  ∑𝑃   (𝑖  𝑗)  (3.1) 

Entropy is the quantity of energy. 

 𝐸𝑛𝑡𝑟𝑜𝑝𝑦  ∑𝑃    𝑥 𝑙𝑜𝑔𝑃    (3.2) 

Homogeneity computes the not-zero in the GLCM, and it is the inverse of weight 

of the contrast. The value of the homogeneity is ranging from 0 to 1. 

 

 𝐻𝑜𝑚𝑜𝑔𝑒𝑛𝑒𝑖𝑡𝑦  ∑
    

  (   ) 
 (3.3) 
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Energy computes the local homogeneity, and the value of the energy is ranging 

from 0 to 1. 

 𝐸𝑛𝑒𝑟𝑔𝑦  ∑(𝑃   )
  (3.4) 

Where: P = Normalized GLCM, i = row and j = column. 

In this thesis, energy and contrast of a normalized GLCM transformed from a soil 

image are used as texture features in features extraction of the system. 

 

3.1.3 Color Features  

Greyscale texture features are popular in image processing domain, and provide 

enough information to solve many different tasks. Many researchers, however, have 

started to take color information and features into consideration for the human eye 

perceives any image as a combination of shape, color and texture [9]. Moreover, in [13], 

color features: mean, median and standard deviation are used to retrieve images. 

Therefore, the combination of texture and color features is applied to our proposed soil 

classification method. 

Color distribution moments are the features which can be extracted from any 

image, and they can be used to represent the image, and applied to image matching and 

image retrieval. To be a robust representation of color distributions of all images, the 

first-order color moment, mean, the second order color moment, standard deviation, and 

the third-order color moment, skewness, have been proved. Color moments are very 

compact features to represent an image while comparing with other color features, as 

only 9, 3 values for each layer of a color image, numerical values are applied to 

representing the color content of a color image [1]. 

Color moment measures the color distribution in any image. It is mainly applied 

to color indexing purposes to compare how similar two images are by using color 

moments. It is a proven feature, and it can be used for images taken under changing 

illumination conditions, and suitable for all color models [2]. Two types of color 

moments or features: mean and standard deviation, are used as color features in our 

proposed method. 



30 

 

The first color feature or moment, mean, can be represented as the average or 

mean color in the image, and it can be calculated by using Equation 3.5: 

   √
∑   

 
   

 
 (3.5) 

Where:   =mean,   = the number of pixels in the image, and 𝑥 = value of the 𝑖   

pixel in the image. 

The second color feature or moment is the standard deviation, which is achieved 

as the square root of the variance of the color distribution. The variance for every image 

pixel is calculated by subtracting the mean from each image pixel’s intensity value. All 

the resulting values are then squared, and the squared results are summed. The summing 

result is then divided by the number of image pixels, and the variance is obtained. The 

standard deviation can be calculated using Equation 3.6. 

    √
 

 
∑ (𝑥   )  

    (3.6) 

 

Where:   = standard deviation,   = the number of pixels in the image,   = mean 

and  𝑥 = value of the 𝑖   pixel in the image. 

 

3.1.4 Color and Texture Features Extraction in the System 

 The color and texture features of soil RGB images are extracted in the system by 

using the above color and texture features methods, and these features are as shown in 

Figure 3.6. 
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Figure 3.6 Color and Texture Features from Soil RGB Images 

 

As depicted in Figure 3.6, there are 12 features for a soil RGB image and the 

range of values of 12 features is different from each other. The different in range of 

features can lead to a challenging classification task for KNN. The solution to this 

challenging task is to normalize features values by using the normalization technique 

used in Equation 3.7 as follows: 

 

    
        

    
 (3.7) 

 

Where:    = normalized value,     = current value,      = minimum value, and 

     = maximum value. Normalization makes the values of all the features ranging from 

0 to 1.  The normalized features are as shown in Figure 3.7. 
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Figure 3.7 Normalized Color and Texture Features from Soil RGB Images 

 

3.2 Soil Classification 

The above normalized features are built as a features dataset, and these features 

are used in comparing with the normalized features of a tested soil image by using KNN 

for soil classification. The KNN algorithm is one of the most widely used machine 

learning algorithms for classification due to its simplicity and easy implementation. In 

many domain problems, it is also applied as the baseline classifier.  

The distance between two points is calculated by Euclidean distance, a similarity 

measure, in KNN. The distance between two points: p and q with n elements is measured 

as discussed in Equation 2.4 in the previous chapter. 

After measuring the distance between the testing data and the training data, the k 

number of nearest neighbors to the testing data is then selected, and the majority class or 

label of the selected neighbors will become the predicted class or label for unknown 

testing data. 
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As an example of our proposed soil classification, normalized features shown in 

Figure 3.7 are used to classify a tested input soil image using the following steps: 

 

Step 1: Find the distance (d1) between clay image and test image. 

    √(         )  (         )    (         )  (         )  = 

0.2035 

Step 2: Find the distance (d2) between clay loam image and test image. 

    √(         )  (         )    (         )  (         )  = 

0.6519 

Step 3: Find the distance (d3) between sandy loam image and test image. 

    √(         )  (         )    (         )  (         )  = 

0.4925 

Step 4: Sort the distances in ascending order. 

 𝑖𝑠𝑡𝑎𝑛 𝑒𝑠                         

Step 5: Find the nearest distance(s) based on the number of nearest neighbor 

value, k. If k = 1, the nearest neighbor or distance is, 𝑛𝑒𝑎𝑟𝑒𝑠𝑡  𝑖𝑠𝑡𝑎𝑛 𝑒          

Step 6: The nearest distance, 0.2035, is the distance between test image and clay 

image. According to the nearest distance, the test image in Figure 3.7 is classified as a 

clay soil image by the proposed system. 

3.3 Summary 

In this chapter, the proposed methods applied to the system are described in 

detail. Color and texture features are first widely discussed because of their importance in 

representing a soil image to the system. Feature extraction using the texture and color 

features is then presented using figures. Moreover, the normalization method is also 
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proposed to normalize features within the range of 0-1. Finally, soil classification using 

KNN is discussed using a sequence of steps. All the processes of the proposed soil 

classification system are presented in detail in this chapter. 
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CHAPTER 4 

 SYSTEM DESIGN AND IMPLEMENTATION 

 Design and implementation of the proposed soil classification system using KNN 

are described in this chapter. First of all, the overview of system design and the 

architecture of the system are described in order to understand the process flow of the 

proposed soil classification system. The implementation of all the processes in the 

proposed system using MATLAB programming environment is then discussed with User 

Interfaces (UI). The performance analysis and the experimental results are finally 

presented with charts, figures and tables in this chapter. 

4.1 Overview Design of the System 

 

Figure 4.1 Overview Design of the System 
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The overview design of the proposed soil classification system is shown in Figure 

4.1. The proposed soil classification system is implemented as the soil classification 

system by using KNN. The contribution of the proposed system is color and texture 

features extraction and soil classification based on these extracted features using KNN as 

a classifier. In this system, three main steps are essential. 

In the first step, pre-preprocessing, which consists of acquiring soil images and 

image resizing, is performed. The soil images are resized as size of 250x250x3. This 

system accepts various image types such as Portable Network Graphics, PNG (.png), 

Joint Photographic Experts Groups, JPEG (.jpg, .jpeg), JPEG File Interchange Format, 

JFIF (.jfif), and Tagged Image File Format, TIFF (.tif, .tiff). 

In the second step, color and texture features extraction from the soil images is 

done and the features dataset is built using the extracted features vectors as described in 

section 3.1.4 of the previous chapter. 

In the final step, a tested soil image is inserted into the system and the features 

from this image are also extracted. The tested soil image is classified based on distances 

between the features vector of the tested soil image and the features vectors in the 

features dataset by using KNN as a classifier. 

After soil classification, the system also provides a list of agriculture crops that 

can be grown easily on the soil in the tested image. 

4.2 Architecture of the System 

The architecture of the system is shown in Figure 4.2. 
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Figure 4.2 Architecture of the System 

The architecture of the proposed system comprises pre-processing stage, features 

extraction and features dataset building stage, and soil classification stage. Image resizing 

in the pre-processing stage is important for time and space complexity of the system 

because the space and time complexity directly depends on the size of soil images. As a 

classification system, valid and useful features are essential to it. This stage is 

accomplished in the features extraction and features dataset building stage. In the soil 

classification stage, features from a tested soil images are gathered and it is classified by 

comparing with the features dataset using KNN. Finally, the system provides soil 

classification result along with a list of suitable corps for the resultant soil type. 

4.3 Implementation of the system 

The soil classification system for agriculture crops using KNN is implemented 

based on the overview design and the architecture of the system shown in Figure 4.1 and 

Figure 4.2, respectively. The MATLAB programming language is applied to 

implementation of the system. 
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The main graphical user interface (GUI) of the system consists of two important 

buttons: Features Extraction and Soil Classification as depicted in Figure 4.3.  

 

Figure 4.3 Main GUI of the System 

4.3.1 Implementation of Features Extraction and Building Features Dataset 

 Before features extraction and building features dataset, as acquisition of soil 

RGB images, soil images dataset that contains “sandy loam” and “clay loam” (Red Earths 

and Yellow Earths) soil images taken in plantations and farms in  Lashio township, and 

collected from Internet is applied to our soil classification system. Our own soil image 

dataset including 200 soil images is applied to the system with the purpose of building 

the features dataset and testing the system. 150 soil images in the dataset are used for 

building the features dataset and 50 soil images are, for testing the system, as unknown 

data. Some images from our own soil image dataset are shown in Figure 4.4. 
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Figure 4.4 Some Images from our own Soil Image Dataset (a) Clay (b) Clay Loam (c) Sandy Loam 

(d) Tested Soil Images  

In features extraction, color features: mean and standard deviation, and texture 

features: energy and contrast are extracted from each layer of RGB soil images as 

discussed in section 3.1 of the previous chapter. Feature extraction and its results are as 

illustrated in Figure 4.5.  

(a) (b) (c) (d) 
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Figure 4.5 Features Extraction GUI of the System 

The extracted features are saved as features vectors in a MATLAB file with (.mat) 

extension for later use in soil classification. Each features vectors contains 12 features: 

mean, standard deviation, energy and contrast of each layer of a RGB soil image. The file 

which consists of the extracted features vectors is called the features dataset. 

Visualization of the features dataset is as shown in Figure 4.6 
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Figure 4.6 Features Dataset of the System 

The range of values of 12 features in a feature vector is different from each other 

as seen in Figure 4.5. The different in range of features can lead to a challenging 

classification task for KNN. The solution to this challenging task is to normalize features 

values by using normalization technique presented in section 3.1.4 of the previous 

chapter. The normalized features dataset is shown in Figure 4.6. Values of all features are 

normalized within the range of 0 to 1 as seen in Figure 4.7. 

 

 

Figure 4.7 Normalized Features Dataset of the System 
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After normalizing the values of features, soil classification is ready to be 

performed. 

4.3.2 Implementation of Soil Classification 

Two types of soil classification can be performed in the system: testing one image 

and testing a sequence of images. In Figure 4.8, soil classification on a tested image is 

performed. The features from the tested image are also needed to extract and they are 

normalized, and soil classification is performed using normalized features vector of the 

tested image and features vectors in the normalized features dataset by using KNN. 

Moreover, a list of agriculture crops that is suitable for the output soil type is also shown 

in Figure 4.8. 

 

Figure 4.8 Soil Classification on a Tested Soil Image 

As depicted Figure 4.9, before soil classification, features extraction from a 

sequence of tested images is first performed and they are then normalized. The file which 
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consists of the extracted features vectors from a sequence of tested images is called the 

normalized tested features dataset. 

 

Figure 4.9 Features Extraction from a Sequence of Tested Images 

 Soil classification on each of the tested soil images in the sequence is performed 

as shown in Figure 4.10.  
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Figure 4.10 Soil Classification on a Sequence of Tested Soil Images 

Some misclassification results are also found while testing on each of the tested 

soil images in the sequence as illustrated in Figure 4.11. 
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Figure 4.11 Misclassification Result 

4.4 Performance Analysis 

To evaluate the system performance, 75 soil images including 30 clay soil images, 

22 clay loam soil images and 23 sandy loam soil images are tested in the system. To build 

the features dataset, 150 soil images including 50 clay soil images, 50 clay loam soil 

images and 50 sandy loam soil images are used. 30 percent out of 75 soil testing images, 

20 percent out of 150 soil images used for features dataset are taken in farms and 

plantations located in Lashio  township by using a main camera of Redmi Note 9 Pro 5G 

whose specifications are 64 MP, f/1.9, 26mm (wide), 1/1.72", 0.8µm, PDAF; the rest soil 

images are gathered from websites on the internet such as shutterstock.com, alamy.com, 

istockphoto.com, etc. 

4.4.1 Processing Time for Features Extraction and Soil Classification 

The average processing time for features extraction from 150 soil images is about 

20 milliseconds. However, the processing time for features extraction can change 
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depending on the size of the soil images. The processing time for features extraction on 

each soil image is as illustrated in Figure 4.12. 

 

Figure 4.12 Processing Time for Features Extraction 

The average processing time for soil classification on 75 soil images is about 0.32 

millisecond. However, the processing time for soil classification can also change 

depending on the size of the features dataset because KNN, a lazy learner, is applied to 

the system as a classifier. The time complexity of the proposed soil classification can be 

denoted as O(nd+k) because of KNN, where n is the number of features vectors in the 

features dataset, d is the dimension of features in a features vector, and k is the number of 

nearest neighbors. The processing time for soil classification on each soil image is as 

illustrated in Figure 4.13. 
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Figure 4.13 Processing Time for Soil Classification 

According to the rapid-processing time for features extraction and soil 

classification, the system can be proved as a fast soil classification system. The 

processing time for features extraction and soil classification of the system is verified and 

tested on a computer whose software and hardware specifications are as follows:   

 Processor: Intel(R) Core (TM) i5-10200H CPU @ 2.40GHz   2.40 GHz 

 Main Memory: 8.00 GB (7.80 GB usable) 

 OS: Windows 10 Pro 

 Software: MATLAB R2021a 

 GPU: NVIDIA GEFORCE GTX with 4GB of memory 

The processing time can also vary depending on the software and hardware specifications 

of a computer. 

4.4.2 Soil Classification Accuracy 

To evaluate the accuracy of the system, 75 soil images including 30 clay soil 

images, 22 clay loam soil images and 23 sandy loam soil images are tested in the system. 

As a result, number of correct tests is 60, and number of misclassified tests is 9 and 
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number of all tests is 75. Therefore, soil classification accuracy is 88 % and the percent 

error is 12 %. The soil classification accuracy of the system is as shown in Figure 4.14. 

 

Figure 4.14 Soil Classification Accuracy 

The accuracy and percent error are calculated using the following equations:  

   𝑢𝑟𝑎 𝑦  
                       

                   
 𝑥                   (4.1) 

 

𝑃𝑒𝑟 𝑒𝑛𝑡 𝐸𝑟𝑟𝑜𝑟  
                                              

                   
𝑥               (4.2) 

 

In Table 4.1, the accuracy and percent error of the soil classification is shown and 

they are calculated using Equation 4.1 and 4.2. 
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Table 4.1 The Accuracy of Soil Classification 

Soil Image Clay Clay Loam Sandy Loam 
Accuracy 

(%) 

Percent 

Error (%) 

Clay 25 2 3 83.3 16.7 

Clay Loam 0 21 1 95.5 4.5 

Sandy Loam 1 2 20 87.0 13.0 

Accuracy and Percent Error for All Classes 88.0 12.0 

 

The soil classification accuracy and percent error shown in Table 4.1 is also 

illustrated using confusion matrix as seen in Figure 4.15. 

 

Figure 4.15 Confusion Matrix depicting Soil Classification Accuracy 
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4.4.3 Comparison with Other Classifiers 

In this section, the soil classification accuracy of the proposed system based on 

KNN is compared with other two classifiers: Decision (Fine) Trees and Gaussian Naïve 

Bayes Classifier. The normalized features dataset is first trained using the other two 

classifiers, and the normalized tested features dataset is then used to evaluate their 

accuracies. These processes are conducted by using the Classification Learner App of the 

MATLAB.  

The accuracy of the Decision (Fine) Trees classifier is 78.7 % as depicted in 

Figure 4.16.  

The accuracy of the Kernel Naïve Bayes classifier is 76 % as depicted in Figure 

4.17. 

The accuracy comparison among the proposed system and the other two 

classifiers is depicted in Figure 4.18.  

According to accuracy value, the proposed KNN-based soil classification is 

assumed to be more reliable and efficient than using the other two classification methods. 

Figure 4.16 Accuracy of the Decision (Fine) Trees Classifier  
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Figure 4.17 Accuracy of the Gaussian Naïve Bayes Classifier 

 

Figure 4.18 Accuracy Comparison with Other Classifiers 
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4.5 Summary 

The overview design of the proposed soil classification system is discussed in this 

chapter. The proposed soil classification system is developed and implemented as the soil 

classification system for agriculture crops for farms and plantations in specific areas. The 

main point of the proposed system is color and texture features extraction and soil 

classification based on these extracted features using KNN as a classifier. The 

architecture of the proposed system comprises pre-processing stage, features extraction 

and features dataset building stage, and soil classification stage. To evaluate the accuracy 

of the system, 75 soil images including 30 clay soil images, 22 clay loam soil images and 

23 sandy loam soil images are tested in the system. According to the accuracy 

comparison among the proposed system and the other two classifiers: Decision (Fine) 

Trees and Kernel Naïve Bayes, the proposed KNN-based soil classification is assumed to 

be more reliable and efficient than using the other two classification methods. 
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CHAPTER 5 

CONCLUSION AND FURTHER EXTENSIONS 

 

In this thesis, a soil classification system for agriculture crops using KNN is 

implemented and proposed. In the proposed soil classification method, color and texture 

features extraction is first performed, and soil classification is then achieved by using 

KNN as a classifier. In this chapter, the main points of the research work are concluded. 

Moreover, the advantages , limitations of the system and future work are also discussed 

in this chapter. 

5.1 Conclusion 

Traditional soil classification methods in laboratory or in-situ are expensive, 

experts- and labor-intensive, and time-consuming. With the rapid advent of computer 

technology, many researchers in the field of artificial intelligence (AI) have been trying 

to automate soil classification in order to reduce human efforts as much as possible. This 

thesis has also proposed a method and implemented a system that can efficiently and 

automatically classify soil types using trending computer technologies such as Machine 

Learning and image processing. In addition, the system can be provided farmers a list of 

agriculture crops that can easily grow in their farms and plantations. 

5.2 Advantages and Limitations of the System 

 The proposed soil classification system is simple but highly user-friendly and 

useful because all of the user needs is just to take a soil image of his farm or plantation. 

The system then can provide him soil type of his farm or plantation, and moreover a list 

of agriculture crops that can easily grow there. 

 In the proposed soil classification method, color and texture features extraction 

from soil images and their classification using KNN achieves a fast and effective soil 
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classification system. The proposed soil classification system can reach up to 88% 

accuracy in soil classification. 

Unfortunately, the proposed soil classification system can classify only 3 types of 

soil. If more soil types are needed to classified, more soil images must be collected; more 

features from soil images must be extracted; and more sophisticated classifiers such as 

deep neural networks (DNN) must be applied to the system. 

5.3 Further Extensions 

The proposed soil classification system is tested by using only 3 types of soil: 

clay, clay loam and sandy loam. The features dataset can be extended with other soil type 

images such as silty clay and clay with gravel. Moreover, in features extraction process, 

more image features such as color histogram, color moment, correlation and homogeneity 

are needed to be extracted. Furthermore, in soil classification process, instead of using 

KNN as a classifier, more sophisticated classifiers in machine learning such as deep 

neural networks (DNNs) and support vector machines (SVMs) must be applied to soil 

classification. Achieving a plausible result in the soil classification is a motivation to do 

further research works such as soil classification using convolutional neural networks 

(CNNs). 
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