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ABSTRACT 

 
No matter where they are in the world, people or individuals may 

now easily and cheaply communicate with one another because of the 

Internet. In addition to maintaining social networks and relationships, 

people can discover and exchange ideas. In addition, Natural Language 

Processing (NLP), a branch of Artificial Intelligence and Linguistics, 

investigates issues related to the automated generation and comprehension 

of natural human languages. It also aims to provide computers with the 

ability to comprehend instructions given to them in commonly used human 

languages. And then, NLP is an effort to allow users to communicate with 

computer in a natural language.  

However, communication with people from other countries 

continues to be restricted by language barriers, which are still a significant 

barrier. Consequently, there are increasingly more difficulties in 

translating from one language to another. The researchers are investigating 

machine translation to help users quickly translate from one language to 

several languages in order to solve these challenges. As a result, machine 

translation is growing in popularity among researchers and helps to reduce 

linguistic barriers. Artificial intelligence (AI) is employed in machine 

translation to automatically translate text between languages without the 

assistance of human interpreters.  

Even though there have only been a few studies on machine 

translation systems for translating from Myanmar to another language, 

there are still some difficulties in the early stages due to a lack of resources 

and a small number of publicly available data corpus. 

The aim of this paper is to develop a neural machine translation 

system implementation for the languages of Myanmar and Korean. There 
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are two primary sections to this performance. The creation of a new 

Myanmar-Korean parallel corpus is the early part. The attention-based 

neural machine translation system for the Myanmar-Korean language pair 

is introduced in the second. The baseline system for the proposed model's 

experiments is a word-based neural machine translation model. BLEU 

(Bilingual Evaluation Understudy) score is used to evaluate on the 

Myanmar-Korean translation results. 
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CHAPTER 1 

INTRODUCTION 
    

 Language translation is becoming more widespread and diverse as globalization 

and the advance in information technology. One of the key functions of a machine 

translation system in natural language processing (NLP) is to translate between 

languages. The field of NLP research has a particular focus in creating high-quality 

machine translation systems. Artificial intelligence is used in machine translation to 

translate text from one language to another without the need for a human translator. In 

machine translation, words or phrases from one language are substituted for words or 

phrases in another language using a machine translation engine. There are currently 

some machine translation approaches on the market. The most widely used being 

approaches are Statistical Machine Translation (SMT), Rule-Based Machine 

Translation (RBMT), Hybrid Systems, which combine RBMT and SMT and Neural 

Machine Translation (NMT). Automating translation may be accomplished using 

neural machine translation (NMT), a type of end-to-end learning. Recently, neural 

machine translation (NMT) has gained popularity as a successful end-to-end statistical 

machine translation strategy.  

In contrast to traditional machine translation, which uses a set of predefined 

rules from the beginning, neural machine translation uses the neural network of the 

program to encode and decode the source text. The application of machines to translate 

natural languages has gained popularity in recent years. Neural Machine Translation 

(NMT) makes an effort to create and train a single, sizable neural network that can read 

an input sentence and produce a correctly translated sentence. The translation quality 

of several language pairings has significantly improved using NMT and the attention-

based encoder-decoder system. Both neural machine translation (NMT) and statistical 

machine translation (SMT) systems rely on sizable parallel data corpora for model 

training. Additionally, the size of the parallel data corpus has a significant impact on 

the effectiveness of neural machine translation systems. 

On the other hand, Myanmar language is one of the low resource languages and 

Myanmar-Korean parallel corpus is rare. Therefore, in this system, a parallel corpus for 

Myanmar and Korean is firstly constructed, and then a neural machine translation 

system between the two languages is suggested. In order to create the Myanmar-Korean 
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parallel corpus, Myanmar sentences from the UCSY-corpus [23], which comprises of 

the Myanmar-English language pair, are used. These Myanmar phrases are then 

manually translated into Korean. Additionally, this corpus includes parallel sentences 

from the spoken and written text books for school in both languages. More than 37K 

parallel sentences can be found in the Myanmar-Korean parallel corpus. 

This paper intends to develop the implementation for Neural Machine 

Translation System between Myanmar and Korean language. 

 
1.1 Neural Machine Translation  
 

Because of its effectiveness in localization and language translation, neural 

machine translation (NMT) has attracted a lot of attention recently. The neural machine 

translation method, which uses a single neural network, has gained popularity and is 

showing promising results in various languages. A huge neural network is trained end-

to-end for neural machine translation, which translates one language into another. 

Neural machine translation is the process of translating new text using data extracted 

from existing corpora. Nowadays, neural machine translation systems have succeeded 

in almost all language pairs, and the field is developing quickly. Neural networks, 

which can handle very huge datasets and require little supervision, are used in neural 

machine translation to convert source text to target text. Encoder and decoder networks 

are the two basic components of neural machine translation systems. They are both 

neural networks. 

 

1.2 Motivation of the Thesis 
 

 The number of languages used worldwide in the twenty-first century ranges 

from 6000 to 8000. This happens as a result of changes in the number of speakers, how 

frequently they appear in various media, migration, and linguistic mixing with other 

languages. Learning a foreign language is a difficult task to grasp and difficult to learn. 

In order to address this issue, machine translation of natural languages has gained 

popularity in the real world from the late twentieth century. Myanmar (Burmese) is 

generally regarded as one of the low-resource languages. Additionally, it is rare to find 

a parallel corpus for Myanmar-Korean translation. As a result, it is necessary to build a 

new parallel corpus for Myanmar and Korean language. Additionally, the system 
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described in the paper uses the constructed corpus to translate sentences between 

Myanmar and Korean employing neural machine translation and an attention-based 

model. 

 

1.3 Objectives of the Thesis 
 

The proposed Myanmar-Korean machine translation system is capable of 

translating texts in either way at the request of the user. The main objectives of the 

thesis are as follows: 

(i) To create a Myanmar-Korean parallel corpus 

(ii) To have clear understanding of how to work neural networks for 

language translation 

(iii) To study attention-based neural machine translation in language 

translation 

(iv) To develop Myanmar-Korean machine translation model in both 

directions  

(v) To evaluate the accuracy of Myanmar-Korean machine translation in 

BLEU Score 

 

1.4 Contributions of the Thesis 
 

The system develops the implementation for Attention-based Neural Machine 

Translation System between Myanmar and Korean language. The suggested approach 

is quite helpful for translating between Myanmar and other languages. The 

contributions of the thesis are as follows: 

(i) New Myanmar-Korean corpus is constructed. 

(ii) Neural Machine Translation system with attention model for Myanmar-Korean 

language pair is proposed. 

 

1.5 Organization of the Thesis 
 

This thesis is organized into five chapters. In chapter one, a neural machine 

translation system with attention model for Myanmar and Korean language is 
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introduced. The motivation, contributions, and the aim of the research work are also 

discussed in this chapter. 

Chapter two discusses background theory and related research. The third 

chapter introduces the Korean language and Myanmar language in detail. In chapter 

four, the proposed system's design and implementation, evaluation the NMT models 

and deployment of the proposed system are explained. 

The conclusion of the research work is presented in chapter five. Further 

extensions that suggest some potential improvements are offered in this chapter. This 

chapter also discusses the advantages and limitations of the system. 
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CHAPTER 2 

BACKGROUND THEORY 
      

This chapter provides an introduction to natural language processing, the 

development and application of machine translation systems, and the various types of 

neural machine translation systems. This chapter begins with outlining the 

characteristics of natural language processing. The overview of machine translation is 

covered in the second section of this chapter. Then, many types and models of machine 

translation are presented. The Attention-based Neural Machine Translation system is 

explained in detail in the end.  

 

2.1 Natural Language Processing  
 

Natural language processing (also known as NLP), which combines computer 

science, information engineering, and artificial intelligence (AI), aims to improve the 

machines' capacity to understand language and comprehend messages. NLP also equips 

computers with the capacity to understand natural languages in the same way that people 

do. Regardless of whether the language is spoken or written, natural language processing 

employs artificial intelligence to take actual information, process it, and make sense of 

it in a way that a computer can understand. People regularly communicate with one 

another using natural or human languages. While individuals communicate through 

words, computers only speak a language of numbers. Nevertheless, these numbers can 

act as a connection between the numerous languages used around the globe. We can 

create a translation system that will allow us to communicate openly and effectively by 

using NLP to solve this problem. Computers are increasingly able to understand and 

interpret human language thanks to a process called natural language processing. 

Computational linguistics, which employs rule-based modeling of human language, is 

combined with statistical, machine learning, and deep learning models in NLP. NLP 

supports all computer programs that translate text between languages, respond to spoken 

commands, and summarize enormous volumes of text fast, even in real time. 

Participants in a two-way communication process generate and share meaning 

while also exchanging information, ideas, and emotions. Language is the earliest form 

of communication. Language is necessary for every aspect of daily life since it allows 



6 
 

individuals to communicate and share ideas. Additionally, language is the most efficient 

means for people to communicate with one another since it allows us to express our 

thoughts, feelings, desires, and more. Receptive and expressive language fall into these 

two groups. Receptive language is how we understand a language and is often achieved 

through listening or reading, whereas expressive language is how we use language and 

is typically accomplished by speaking and writing. 

 

2.2 Machine Translation Overview 
 

Machine translation (MT), usually referred to as automated translation, is the 

process by which computer software translates a text from one language into its 

equivalent in another. Machine translation, often known as MT or robotized 

interpretation, is the process of using artificial intelligence (AI) to mechanically translate 

contents from one natural language (the source) to another (the target) language without 

the assistance of a human. A large number of source and target languages are compared 

and matched when using a machine translation engine. Early in the 1950s, mainly in the 

United States, one of the earliest ideas of using computers to automatically translate 

human languages emerged. Beginning in the 1970s, research was being done to develop 

automatic translation. Over the years, researchers have tried a number of different 

approaches to solve the problems with machine translation. The following four 

techniques of machine translation are typical: 

(i) Rule-based Machine Translation (RBMT) 

(ii) Statistical Machine Translation (SMT) 

(iii) Hybrid Machine Translation (HMT) 

(iv) Neural Machine Translation (NMT) 

 

2.2.1 Rule-based Machine Translation (RBMT) 

 
 Rule-based translation (RBMT) systems, which gather their linguistic data from 

dictionaries of the source and destination languages as well as grammar and apply rules 

developed by linguists, were the first commercial machine translation systems. To 

create the translated sentence, RBMT performs a grammatical analysis of the source 

and destination languages. A rule-based machine translation system is made up of a set 

of grammatical rules as well as bilingual or multilingual lexicon rules. Early in the 
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1970s, the first RBMT systems were developed. To map input words to output words, 

RBMT systems need monolingual and bilingual dictionaries that require human input. 

Rule-based machine translation systems can be categorized using one of three main 

methods. They are transfer-based machine translation, dictionary-based machine 

translation and interlingual machine translation. 

 

2.2.2 Statistical Machine Translation (SMT) 

   
 The statistical machine translation system is inherited from the empirical 

machine translation (EMT) systems. These systems learn how to translate by analyzing 

a huge number of previously translated texts by humans, despite the fact that they rely 

on a great number of parallel aligned corpora rather than linguistic concepts or words. 

A statistical machine translation system is a framework for text translation from one 

natural language to another. These systems are based on knowledge models and 

statistics drawn from parallel corpora. For statistical machine translation to be effective, 

sentences in the source language and the target language or languages must be bilingual 

or multilingual. An algorithm for statistical machine learning is utilized to build the 

statistics tables. The training procedure is what is referred to, and the statistical tables 

include the statistical data. This statistical data is used to identify the best outcome 

during the decoding phase. In machine translation, there are three different statistical 

methods. They are hierarchical phrase-based model, phrase-based translation, and 

word-based translation. 

 

2.2.3 Hybrid Machine Translation (HMT) 

   
 The employment of many machine translation techniques inside a single 

machine translation system characterizes hybrid machine translation as a method of 

machine translation. Combining the best aspects of two or more MT approaches is the 

main goal of hybrid methods. Rule-based machine translation (MT), statistical MT, and 

example-based MT are the three main components of hybrid machine translation 

(HMT), which fills in the gaps left by separate MT methods. Based on a statistical 

transfer technique using linguistic and statistical aspects, a system and method for hybrid 

machine translation has been developed. One can translate from one language into 

another using the system and method. A statistical translation module, a rule-based 
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translation module, and a hybrid machine translation engine may all be present in the 

system. Source, target, rule-based, and statistical language models are all stored in the 

database(s). Based on rule-based language models, the rule-based translation module 

converts source text. Based on statistical language models, the statistical translation 

module converts source text. In order to translate source text into target text using the 

rule-based and statistical language models, a hybrid machine translation engine with a 

maximum entropy algorithm is connected to the rule-based translation module and the 

statistical translation module. 
  

2.2.4 Neural Machine Translation (NMT) 

 
 A large neural network called Neural Machine Translation (NMT) is trained 

end-to-end to translate one language into another. Neural Machine Translation (NMT) 

is an algorithm that is also used to translate words from one language to another. Deep 

neural networks and artificial intelligence are used in NMT to train neural models, 

which is a fundamentally different approach to the problem of language translation and 

localization. In just three years, there has been a significant shift from SMT to NMT, 

making NMT the main machine translation methodology. When compared to statistical 

machine translation methods, neural machine translation often delivers translations of 

a significantly higher quality, with greater fluency and appropriateness. High quality 

NMT can identify the context of the translation and apply models to provide a more 

accurate translation. Recently, the idea of neural machine translation has been put out. 

Neural machine translation aims to establish a single neural network that can be 

collaboratively modified to maximize translation performance, in contrast to standard 

statistical machine translation. The most current models for neural machine translation 

frequently come from the family of encoder-decoders and convert a source sentence 

into a fixed-length vector, from which a decoder produces a target sentence. The models 

for neural machine translation that have been recently developed frequently belong to 

the encoder-decoder family and encode the source sentence into a fixed-length vector, 

from which a decoder produces the translation. Using a single, enormous neural 

network, NMT trains itself to translate. With improved outcomes with language pairs, 

this approach is gaining popularity. NMT has been developed recently and has high 

levels in languages with complete resources. The encoder and decoder frameworks are 

the foundation for several neural machine translation models. Recurrent neural 
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networks serve as both the encoder and decoder in this architecture (RNNs). RNNs are 

a subclass of neural networks that support hidden states and allow preceding outputs to 

be utilized as inputs. 

 

2.3 Attention-based Neural Machine Translation 
 
 An attention-based NMT (Bahdanau et al., 2014) is an encoder-decoder 

network. Traditional encoder-decoder neural network models consist of two parts: 

encoder and decoder. Additionally, there are sequence-to-sequence encoder-decoder 

models based on recurrent neural networks (RNNs). The encoder reads the full input 

sequence before encoding it into a context vector, which is a vector with a set length. 

Additionally, the decoder creates the output sequence using the encoded representation 

as one of its inputs. An RNN decoder produces data for another sequence whereas an 

RNN encoder accepts input for one sequence.  

Bi-directional recurrent neural network (BiRNN), which performs better for 

long sentences, is used particularly by the encoder in attention-based encoder-decoder 

architecture. Each source word's annotation is encoded by the encoder in order to obtain 

the word that comes before it and the word that comes after it. A BiRNN is made up of 

forward RNN and forward backward RNN. The input word sequence is given to a 

forward RNN ( 𝑓𝑓 ���⃗  ) in the direction of left to right. And then it calculates a sequence as 

forward hidden states ( ℎ1����⃗ , … … . . ,  ℎ𝑇𝑇𝑥𝑥������⃗  ). A backward recurrent neural network( 𝑓𝑓 ) also 

takes the sequence in the other direction, which is from right to left. It actually means 

from the beginning of the sentence to the end. And it results in a sequence of backward 

hidden states (ℎ1�⃖���, … … … . . ,  ℎ𝑇𝑇𝑥𝑥�⃖�����). An annotation for each word 𝑥𝑥𝑗𝑗 (an input sequence x 

like [𝑥𝑥1,.....,𝑥𝑥𝑇𝑇𝑥𝑥 ]) is obtained by joining the forward hidden state ℎ𝐽𝐽𝑇𝑇����⃗  and the backward 

hidden state ℎ𝐽𝐽𝑇𝑇�⃖���, i.e., ℎ𝑗𝑗= �ℎ𝐽𝐽𝑇𝑇����⃗ ,  ℎ𝐽𝐽𝑇𝑇�⃖����
𝑇𝑇
. 

It is suggested that the use of attention can align and translate. The only issue 

with machine translation is alignment. While translation is the act of using this 

information to choose the proper output, alignment is the identification of the 

relationships between the input and output words. This alignment is known as 

"attention" in the field of neural machine translation, and encoder-decoder models with 

attention are now frequently utilized. As a result, in addition to encoders and decoders, 
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attention mechanisms are included in attention-based models. The decoder and 

alignment model compute the context vector using the sequence of annotations. The 

decoder accepts as inputs a representation of the context of the input, the previous 

hidden state, and the word prediction for the output. And following that, it generates a 

new hidden decoder state and a new output word prediction is: 

p (yi | y1, … …, yi-1, x) = g (yi-1, si, ci) 
Equation 2.1 

A sequence of hidden states 𝑠𝑠𝑠𝑠 which are computed from the previous hidden 

state 𝑠𝑠𝑠𝑠−1, the embedding of the previous output word 𝑦𝑦𝑠𝑠−1, and the input context 𝑐𝑐i as 

follows:  

si = f (si-1, yi-1, ci) 
Equation 2.2 

To compute the context state 𝑐𝑐𝑠𝑠, the decoder gave the output as a sequence of 

word representations ℎ𝑗𝑗 = ( ℎ𝚥𝚥���⃗  , ℎ𝚥𝚥�⃖��).  

The attention mechanism is informed by all input word representations ℎ𝑗𝑗 = ( ℎ𝚥𝚥���⃗  

, ℎ𝚥𝚥�⃖��) and the previous hidden state of the decoder s𝑠𝑠−1 and it produces a context state 𝑐𝑐𝑠𝑠 

and are computed as follows:  

𝛼𝛼𝑖𝑖𝑗𝑗 =  
exp (𝑎𝑎�𝑠𝑠𝑠𝑠 − 1, ℎ𝑗𝑗�)

∑ exp(𝑎𝑎(𝑠𝑠𝑠𝑠 − 1),ℎ𝑘𝑘))𝑘𝑘
 

Equation 2.3 

Finally, the normalized attention is value use to weigh the contribution of the 

input word representation ℎ𝑗𝑗 to the context vector 𝑐𝑐𝑠𝑠 and are done.  

𝑐𝑐𝑖𝑖 = �𝛼𝛼𝑖𝑖𝑗𝑗ℎ𝑗𝑗
𝑗𝑗

 

Equation 2.4 
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2.4 Related Work  
   

The previous translations of the Myanmar language are discussed in this section, 

along with articles relevant to neural machine translation (NMT).  

The authors first presented the Attention mechanism in [4], which creates an 

alignment model between the source and target characters or words. The parallel 

corpora used to evaluate the system's performance on the English-to-French translation 

tasks totaled 850M words. The RNN Encoder-Decoder (RNNencdec) and the suggested 

model are trained by the system using the equivalent settings (RNNsearch). The 

RNNencdec's encoder and decoder each has 1000 hidden units. One thousand hidden 

units each make up the forward and backward recurrent neural networks (RNN) that 

make up the encoder for the RNNsearch. Its decoder contains 1000 hidden units. Each 

model is trained by the authors using the minibatch stochastic gradient descent (SGD) 

technique with Adadelta (Zeiler, 2012). Each SGD update direction is computed using 

a minibatch of 80 sentences. The authors trained each model for approximately 5 days. 

On longer sentences, the presented models perform well, and the proposed RNNsearch 

greatly beats the traditional encoder-decoder model (RNNencdec).  

An enhanced RNN neural network translation model is put out by the author in 

[22]. This article also compared the BLEU results of the Chinese-Korean corpus I, II, 

and III with the results of the conventional translation model. According to the results, 

the three corpora examined by this model have BLEU scores of about 45 points, 

compared to only 30 points for the traditional ones. The translation model in this paper's 

BLEU score has raised by roughly 15 points, which shows that the translation quality 

has greatly improved.  

According to the author in [23], attention-based neural machine translation 

models are introduced based on word-to-word, character-to-word, and syllable-to-word 

levels and a parallel corpus for the Myanmar-English language pair is formed. The 

author used the default settings of the PyTorch OpenNMT [18]. Moreover, to decrease 

the low resource problem, source side monolingual data are also used. The experimental 

results show that syllable (Myanmar) to word (English) level neural machine translation 

model obtains an improvement over the other systems.  

Recurrent neural networks (RNN), transformer, and convolutional neural 

networks (CNN) were researched by the author in [20] and tested on a parallel text 

corpus in Myanmar and Rakhine. Additionally, word embeddings use the word byte 
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pair encoding (Word-BPE) and syllable byte pair encoding (SyllableBPE) 

segmentation techniques. Rakhine's word segmentation was carried out manually, and 

the total number of words is 123,018. For training, 2,485 sentences were used for 

development, while 1,812 sentences were used for evaluation. According to 

experimental findings, Syllable-BPE segmentation produces the best NMT and SMT 

performances for both types of translation. 
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CHAPTER 3 

MYANMAR AND KOREAN LANGUAGES 

  
The introduction to Myanmar and the Korean language is described in this 

chapter. This chapter also presents the facts about the Korean language and its sentence 

structure as well as to the nature of the Myanmar language and its grammar. 

 

3.1 Introduction to Myanmar language 
 

About a hundred different languages are spoken in Myanmar (also known as 

Burma). The primary language of the Republic of the Union of Myanmar is Myanmar 

language, which is spoken in that country. It is also referred to as Burmese language. 

Myanmar belongs to the Tibeto-Burman ethnic group. About 34.5 million people speak 

Myanmar as their first language, while another 10 million people speak it as a second 

language. Additionally, Myanmar is a language that is spoken in a few regions of the 

United States as well as in nearby nations like Bangladesh, Malaysia, and Thailand. 

Despite speaking their own native tongues, ethnic groups also speak Myanmar as a 

second language. The syllable-based Myanmar language has its own script. Even after 

English was declared the official language during the colonial era, Myanmar remained 

the dominant language in all other scenarios. 

3.2 Nature of Myanmar Language 
 

The Myanmar script was initially derived from the Mon script, according to the 

history. Pali, an ancient Indian language used in the writing of Theravada Buddhism, is 

the foundation of the Mon script. 

Myanmar script consists of (33) consonants, along with Independent vowels, 

Dependent consonant signs (also called Medials), Dependent vowel signs, Dependent 

varied signs (also called Pali Words), Punctuation, and Digits. They are depicted in 

Figure (3.1). The writing system used in Myanmar is left to right. The spoken style and 

the written style are the two types of language [23].  
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Figure 3.1 Myanmar Character Patterns 

Additionally, the sentences construction is subject-object-verb (SOV). In Table 

3.1, the way sentences are formed in Myanmar is illustrated. 

Table 3.1 Formation of Myanmar Sentence 

English  

Sentence  

I give you this dress. 

Myanmar  

Sentence  
ဒဝီတ်စုံကမငး်ကိုငါေပးတာပါ။ 

Myanmar 

Phrases or 

clauses  

Noun  

Phrase  

Noun  

Phrase  

Noun  

Phrase  

Verb  

Phrase  

Punctuation  

ဒဝီတ်စုံက  မငး်ကို  ငါ ေပးတာပါ ။  

Myanmar  

Word  
ဒ ီ ဝတ်စုံက မငး်ကို ငါ ေပးတာပါ ။  

Myanmar  

Syllables  
ဒ ီ ဝတ် စုံ က မငး်  ကို  ငါ ေပး  တာ ပါ  ။  

Myanmar  

Characters  
ဒ ဝ စ က မ က င ပ တ ပ ◌ ီ◌ ်◌ ံ◌ ု◌ ်◌း ◌ ိ◌ ု◌ါ ေ◌ ◌ာ ။  
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The spacing between words in the Myanmar language, like other languages of 

Southeast Asia, is not specified. Usually, there is no space between sentences. It is 

occasionally written with spaces between phrases. Sentences can be easily determined 

with sentence boundary maker "။" which is called ပုဒမ် and pronounced as "Pou ma". 

However, there is no set guideline on how to write in Myanmar. 

 

Figure 3.2 Positioning of Characters in a Myanmar Syllable 

The sentence is made up of one or more words or phrases, following Myanmar 

sentence structure. There are one or more syllables in each word. And one or more 

characters make up a syllable. However, a word might sometimes just have consonants 

and no vowels. Figure 3.2 illustrates the placement of characters within a Myanmar 

syllable. 

 

3.3 Myanmar Grammar 

Myanmar words can be merged morphologically to create new words. As a 

result, the language of Myanmar may be inflective and agglutinative. Morphemes can 

be joined in any order, much like in Chinese. However, because Myanmar is primarily 

a head-final language, it shares many syntactic similarities with Japanese and Korean 

languages.  
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In terms of grammar, the Myanmar language has nine primary parts of speech, 

which are represented in Figure 3.3. They consist of the following: Noun, Pronoun, 

Adjective, Verb, Adverb, Particle, Post-positional, Conjunction, and Interjection. 

 

Figure 3.3 Nine main parts of speech in Myanmar Grammar 

 

3.3.1 Nouns (န�မ်များ) 

Nouns typically refer to a person, an item, or intangible concepts. Nouns can be 

single words or word compounds. In Myanmar, there are two categories of nouns. The 

four different structures and the four different meanings or representations are these. 

Proper nouns, abstract nouns, common nouns, and collective nouns are the four 

different categories of meaning or representation. Indivisible noun, compound noun, 

verb modification noun, and qualitative noun are the four different types of 

construction. 

In Myanmar language, some nouns are usually started with အ (အချစ ်= 사랑 

= love) and ended with မ (ေပျာရ်�ငမ် = 행복 = happiness), ြခငး် (ကယွဝ်ြခငး် = 부유한 

= wealthy), ေရး (ကျနး်မာေရး = 건강 = health), ချက ် (အားနည်းချက ် = 약함 = 
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weakness). In Myanmar language, plural nouns are formed by suffixing the particle 

"များ၊ တုိ၊ တွင"် into singular noun. "များ" is used in writing. "တုိ၊ တွင"် is used in spoken 

form. The Myanmar language simply recognizes the distinction between the sexes, i.e., 

the masculine and feminine, and does not recognize any artificial or grammatical 

gender. Gender-indicating particles come before nouns. "ဦး၊ ကို၊ ေမာင၊် ထးီ" is used to 

describe male gender, and "ေဒ၊ မ" is employed for female gender. Particles, often 

called measure words, are suffixes that are added to nouns to denote their type. For 

example, "ေယာက၊် ဦး" is employed to count persons. "ေကာင"် is used to count animals. 

"ခ"ု is applied to general classifiers. "လံုး" is employed for spherical things. "ြပား" is 

applied for flat objects and "စ"ု is employed for group objects. Additionally, some nouns 

are distinguished by a concatenation of particles attached to a verb or an adjective. Post-

positional makers (PPM), which are particles, are also suffixed to the end of the word. 

The postposition provides an explanation. 

3.3.2 Pronouns (န�မ်စားများ) 

When referring to persons or things, pronouns are needed. There are four types 

of pronouns in the Myanmar language: the personal pronoun, the referential pronoun, 

the question pronoun, and the mathematical pronoun.  

In place of a person, a personal pronoun is used. "저,나 = ကနေ်တာ၊် ကနမ် = 

I", "당신, 너 = သင၊် မငး်၊ ခငဗ်ျား၊ နင ်= You", "그 = သ ူ= He", "그녀 = သမူ = She" are 

the personal pronouns used in Myanmar language. Referential pronouns are used to 

indicate that something or someone is being pointed to such as, "이 = ဤ = this", "그 = 

ထို = that". And then, Question pronouns are words that are similar to English terms like 

"what," "who," and "where." For example, in the Myanmar question: "What does she 

like?", "무엇 = ဘာ" that refers to "the thing that she likes" (noun), and it is called a 

question pronoun. By the same logic, "where" in the question: "Where did he go?", 
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"어디 = ဘယ"် that refers to "the place that he went" (noun), and it is also a question 

pronoun. Mathematical expressions for "one person," "two cups," "three groups," "five 

items," "some," "few," "a few," "all," "half," etc.  

3.3.3 Adjectives (နာမဝေိသသနများ) 

A word called an adjective is employed to change the noun. Adjectives in 

Myanmar typically terminate with the particles "ေသာ". Adjectives in Myanmar are 

divided into three levels. In normal adjectives is concluded with "ေသာ". In 

comparative adjectives, the particles "ပုိ၍၊ သာ၍" is prefixed to the adjectives. In 

superlatives adjectives, the particles "ဆုံး" is suffixed to the adjectives. 

In Myanmar, there are two categories of adjectives. These are the two different 

kinds of constructions and the four different kinds of meaning or representation. 

Qualitative adjectives, referential adjectives, mathematical adjectives, and 

questionnaires of adjectives are the four categories of meaning or representation. The 

two types of construction are indivisible adjectives (느린 = ေးှေသာ = slow) and 

compound adjectives (깨끗한 = သနရ်ငှး်ေသာ = clean). 

Adjectives that modify a noun's quality by describing how something or 

someone is are known as qualitative adjectives. For example ("부유한 = 

ချမ်းသာကယွဝ်ေသာ = rich"). Adjectives with references to someone or something are 

called referential adjectives. ဤ (이), သည် (이), ထို (그), အြခားေသာ (다른 = other), 

etc., are referential adjectives. Mathematical adjectives are words used to describe "how 

many" of something or someone, "what position" in an ordered list of the something, 

and unspecified numbers are in this category. Furthermore, it is classified into three 

types. They are quantitative, ordinal numbers and unspecified numbers. Quantitative 

adjectives are the words that described numbers followed by measure words. For 

example: (개 두 마리 = ေခးွစှေ်ကာင ်= two dogs).  
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Ordinal numbers are the words that show position in the ordered list of numbers 

such as "first, second and third." For example: (21번째 생일 = ၂၁�ကိမ်ေြမာက်ေမွးေန)့, 

in there, “ေြမာက်” is an ordinal number of adjectives. Unspecified number of adjectives 

is the words that are used as quantifiers without numbers. အားလံုး (모두, 다), 

အချိေသာ (조금), etc., are unspecified number of adjectives. Questionnaires of 

adjectives are မည်မ (몇), မည်သိုေသာ (어느, 어떤), etc., 

3.3.4 Verbs (�ကယိာများ) 

The word "verb" represents an event, an action, and a situation. Usually, the 

root word, prefix, and suffix of a Myanmar verb can be used to identify it. In the 

Myanmar language, one or more particles are always added after or before the verb 

roots. This particle communicates information about the present tense, intentions, 

manners, emotion, etc. The suffix "သည်၊ ၏၊ ပီ" can be used as a marker making the 

present tense statements and also as a verb post-positional marker. The suffix "ခဲ့သည်၊ 

ခဲ့၏၊ ခဲ့ပီ" can be used as a marker making the past tense statements and as a verb post-

positional marker. The suffix "ေနသည်" can be used to describe an action in 

progression of happening and equivalent to the Korean verb ‘-고 있어요’ form. 

The suffix "မည်၊ လမ့်ိမည်၊ လတံ၊ အ့ံ" can be used as a marker making the future 

tense statements and as a verb post-positional marker. Myanmar verbs are negated by 

the particle "မ", and "မ" is prefixed or infixed to the verb. Usually the marker "ပါ၊ ဘးူ" 

are used with negative verbs. For example: (စား = 먹어요, မစားပါ = 안 먹어요), 

(စာဖတ်သည် = 읽어요, စာမဖတ်ဘးူ = 안 읽어요). 
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3.3.5 Adverbs (�ကယိာဝေိသသနများ) 

Adverbs are words that are used to change verb tenses. Myanmar adverbs are 

usually ended with the particles "စာွ". There are five categories of adverbs in Myanmar. 

ေစာေစာ (이른), ကာြမင့်စာွ (너무 오래), မကာခဏ (가끔), ချကခ်ျငး် (당장), 

ယခင ် (전에) are identified as the time indicators of adverbs. ိုေသစာွ (정중하게), 

လငြ်မနစ်ာွ (빨리, 빠르게) are the manner indicator of adverbs. And, ဧကန ်(확실히, 

분명히), စငစ်စ် (반드시), သည်းထနစ်ာွ (세게) are the situational indicator of adverbs. 

အလနွ ် (매우, 아주, 정말), နည်းနည်း (조금), လံုးဝ (전혀, 조금도) are the quantity 

indicator of adverbs. Moreover, မည်မ (몇), မည်သိုေသာ (어느, 어떤), ဘယလ်ို 

(어떻게) are the questionnaires indicator of adverbs. Additionally, certain adverbs are 

created by integrating words that are positive and negative in opposition to one another. 

For example, ေကာငး်မေကာငး် (좋게든 안 좋게든). 

3.3.6 Particles 

A word that qualifies on a noun, pronoun, adjective, verb, and adverb is called 

a particle. Defining a particle is adding it to the end of a noun, pronoun, verb, adjective, 

or adverb. A word that cannot be translated is a particle. Some Particles are များ၊ တုိ၊ 

ေသာ၊ သည့်၊ မည့်၊ သာ၊ သင့်၊ ပင၊် ဝ့ံ၊ ရက၊် ရာှ၊ ေတာ၊့ ငှ့်၊ ပါ and etc. 

3.3.7 Post-positional (PPM) 

A post-positional word is one that comes after or is added to a noun, pronoun, 

or verb. Pronouns and nouns marked with PPM denote the subject and object, 

respectively. 

PPM verbs indicate the time and the mood. Despite the fact that particles cannot 

be translated, several post-positional makers can, with the exception of subject maker 

and object maker. The noun post-positional makers are shown in Table 3.2 below. 
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Table 3.2 Noun PPM 

No.  Makers  PPM  Examples  

1.  Subject Makers  သည၊် က၊ မာှ  ကနမ်သည ်(I)  

2.  Object Makers  ကို  စာအပု်ကို (book) 

3.  Receiver Makers  အား  ဆရာမအား (teacher)  

4.  Place Makers (Location)  ၌၊ မာှ၊ တွင၊် ဝယ်၊ က  at, on, in  

5.  Place Makers (Departure)  မ၊ှ က  from  

6.  Place Makers (Destination)  သို၊ ကို  to  

7.  Place Makers (Direction)  သို၊ ကို ၊ ဆသီို  to, towards  

8.  Place Makers  

(Continuation of place)  

တုိငတုိ်င၊် အထိ  until, till  

9.  Time Makers  မာှ၊ တွင ် at, on, in  

10.  Continuous of Time  တုိငတုိ်င၊် အထိ up to, till  

11.  Instrumentality Makers  ြဖင့်၊ ငှ့်အတူ  by, with  

12.  Cause Makers  ေကာင့်၊ သြဖင့် because, because of  

13.  Possessive Makers  ၏၊ ရဲ 's  

14.  Accordance Makers  အလိုက၊် အရ  as, according to  

15.  Accompaniment Makers  ငှ့်၊ ငှ့်အတူ၊ ငှ့်အည ီ and, with  

16.  Choice Makers  တွင၊် အနက၊် မ၊ှ ထမဲ ှ between, among  

17.  Purpose Makers  ရန၊် ဖို၊ အတွက ် to, for  

 

Verb PPM comes in two types. There are four different categories and three 

different tenses. In Table 3.3, verb post-positional makers are presented. 
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Table 3.3 Verb PPM 

No.  Makers  PPM  

  Three types of tense  

1.  Present Tense  သည၊် ၏၊ ပီ  

2.  Past Tense  ခဲ့သည၊် ခဲ့၏၊ ခဲ့ပ ီ

3. Future Tense  မည၊် လမိ့်မည်၊ လတံ 

  Four types of tense  

1.  command [literary] Maker  ေလာ့ 

2.  Consensus Maker  စုိ၊ ရေအာင်  

3.  sympathy and mercy Maker  ပါရေစ 

4.  Judgment Maker  ေစ 

 

3.3.8 Conjunctions (စကားဆကမ်ျား) 

A conjunction joins and holds words, phrases, clauses and sentences. 

Conjunctions are used for joining the similar things or items. For example, "하고, 

(이)랑 = ငှ့်", "(이)랑 같이, (이)랑 함께 = ငှ့်တက"ွ, "에 따라서 = ငှ့်အညီ", "그밖에 

= ထိုအြပင"် and etc. To describe the contrasts, conjunctions can also be used such as 

"그러나 = သိုေ့သာ်", "하지만 = သိုေပမယ့်" and "그런데도 = သိုပါေသာလ်ည်း". In 

addition, conjunctions are also used to represent the constraints and challenges, for 

example, "는데도 = ေသာလ်ည်း". Conjunctions are also used to show "or else" choice, 

logical consequence such as "그래서 = ထိုေကာင့်", and "결과적으로 = 

ရလဒအ်ေနြဖင့်", or to describe the desired end result such as "하기 위해, 하려고 = 

ြဖစေ်စရန် " and "하도록 = ေစရန"်. 
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3.3.9 Interjections (အာေမဍိတ်များ) 

Words or phrases used as interjections to convey emotion. Interjections are not 

subject to any rules pertaining to a sentence's grammatical function. Additionally, there 

is no connection between these words and the rest of the statement. This sentence still 

makes sense even though an interjection word is missing from it. An interjection can 

also be used on its own. Myanmar people frequently utilize interjections to express 

their emotions. For example: (အမေလး၊ ဘရုား၊ အေမ့၊ ဟယ၊် ဪ၊ ဟဲ့). 

Interjections come in seven different varieties. They are displayed in Table 3.4 

below. 

Table 3.4 Seven types of Interjection 

Interjections for greeting and farewell တ်ဆကြ်ခငး်အတွက ်အာေမဍတိမ်ျား 

Interjections for joy ေပျာရ်�ငြ်ခငး်အတွက ်အာေမဍတိမ်ျား 

Interjections for attention အာံုစုိကြ်ခငး်အတွက် အာေမဍတိမ်ျား 

Interjections for approval or praise သေဘာတညူီချက်  

(သို) ချးီမမွး်ြခငး်အတွက ်အာေမဍတ်ိများ 

Interjections for surprise အံ့အားသင့်ြခငး်အတွက် အာေမဍတ်ိများ 

Interjections for sorrow or pain ဝမး်နညး်ြခငး်  

(သို) န�ကျငြ်ခငး်အတွက် အာေမဍတိ်များ 

Interjections for expressing doubt or 

hesitation 
သသံယကို ေဖာြ်ပြခငး်  

(သို) တုံဆိုငး်ြခငး်အတွက် အာေမဍတိ်များ 

 

3.4 Korean Language 

Both North and South Koreans speak Korean as their official and native tongue. 

However, the two Koreas have acquired certain distinct vocabularies throughout the 

previous 74 years of political division. There are about 80 million Korean speakers in 

the world. The term "Korean" can refer to a language, a group of people, or a feature of 
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a culture. Although they speak in separate dialects—the South Korean dialect and the 

North Korean dialect—both languages share the same basic components. South Korea 

is known as ROK (Republic of Korea), and North Korea is known as DPKR 

(Democratic People's Republic of Korea) [5][9]. Additionally, Korean's syntax and 

sentence structure are comparable to those of Myanmar. The alphabet and writing 

system used for the Korean language are unique. The Korean Peninsula, which is 

occupied by South Korea and North Korea, has two varieties of the Korean language. 

The majority of Korean language students are learning the South Korean 

language, known as 한국어 (hangugeo). The other language spoken on the Korean 

Peninsula is referred to as North Korean language 문화어 (munhwaeo).  

King Sejong Daewang (세종 대왕), the fourth king of Korea's Joseon dynasty, 

created the Korean alphabet in 1443, also known as Hangul or Hangeul (한글) in South 

Korea and Chosongul (조선글) in North Korea. After World War II and the Korean 

War, it rose to prominence as the most significant writing system in both North and 

South Korea. Before the creation of Hangul, Koreans used different native phonetic 

writing systems together with Classical Chinese characters (also known as Hanja, 한자) 

to express themselves in writing. However, because Korean and Chinese are 

fundamentally different languages, a lot of lower-class individuals lack literacy. 

Therefore, King Sejong personally invented and established a new alphabet: the Korean 

alphabet—in an effort to aid in the literacy of more common people. People with little 

no formal education can simply learn to read and write thanks to the new writing 

system. In 1896, Koreans started writing sentences with gaps between words. In the 

writing system known as Hangul (sometimes written "Hangeul"), there are 14 

consonants and 10 vowels. 14 consonants and 10 vowels make up the 24 basic letters 

of the Korean alphabet, known as Hangul. There are also 19 complex letters made up 

of 11 complex vowels and 5 tense consonants that are created by joining the basic 

letters. They are described in Figure 3.4. 

(i) Original consonants + additional 5 consonants 

(ii) Original vowels + additional 11 vowels 
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Figure 3.4 Korean Alphabet 

 

3.4.1 Korean Consonants and Vowels 

 
Hangeul (한글) is a combination of the Korean words han (한), which means 

"great," and geul (글), which means "script." The name can also be translated to 

"Korean script" because the word han (한) is also frequently used to refer to Korea as 

a whole [7][14]. The Korean alphabet is written in a system known as ganada (가나다 

순), which separates consonants from vowels. Consonants are listed first, followed by 

vowels. With representing mother and indicating son, the syllabic Korean script can be 

broken down into vowels (모음, mo-eum) and consonants (자음, ja-eum). Korean 

consonants are listed in the Tables 3.5. The romanized spelling of each individual 

consonant is listed next to it. Whether the consonants are at the beginning or the end of 

the syllable affects how the word is spelled. Only the spelling of the Korean word in 

English letters uses the romanization. Korean vowels appear on the second Table 3.6. 

The romanized spelling for every vowel is located next to it. The vowels are spelled 

consistently and without variation. 
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Table 3.5 Korean Consonants 

Korean Consonant Name of the consonant Romanized Spelling 

ㄱ 기역 giyeok 

ㄴ 니은 nieun 

ㄷ 디귿 digeut 

ㄹ 리을 rieul 

ㅁ 미음 mieum 

ㅂ 비읍 bieup 

ㅅ 시옷 siot 

ㄲ 쌍기역 ssangiyeok 

ㄸ 쌍디귿 ssangdigeut 

ㅃ 쌍비읍 ssangbieup 

ㅆ 쌍시옷 ssangsiot 

ㅉ 쌍지읒 ssangjieut 

ㅇ 이응 ieung 

ㅈ 지읒 jieut 

ㅊ 치읓 chieut 

ㅋ 키읔 kieuk 

ㅌ 티읕 tieut 

ㅍ 피읖 pieup 

ㅎ 히읗 hieut 
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Table 3.6 Korean Vowels 

Vowel/ Name of the Vowel Romanized Spelling 

ㅏ a 

ㅐ ae 

ㅑ ya 

ㅒ yae 

ㅓ eo 

ㅔ e 

ㅕ yeo 

ㅖ ye 

ㅗ o 

ㅘ wa 

ㅙ wae 

ㅚ oe 

ㅛ yo 

ㅜ u 

ㅝ wo 

ㅞ we 

ㅟ wi 

ㅠ yu 

ㅡ eu 

ㅢ ui 

ㅣ i 
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3.4.2 Sentence Structure of Korean 

 
The subject-object-verb structure is the foundation of basic Korean sentences 

(SOV). The sentence structure of the Korean language is the same as that of the 

Myanmar language. 

ကနမ်သည ် ေရကူးြခငး်ကုိ  �ကိုက်သည။် 

저는 수영하기를 좋아합니다. 

In this Korean sentence, “는” is subject particle, “를” is object particle and “-

ㅂ니다” is declarative ending (polite form). There are three important Korean sentence 

patterns. They are: 

(i) Subject-Object-Verb (SOV) 

(ii) Subject-Verb (SV) 

(iii) Subject-Adjective (SA) 

The most fundamental sentence structure in Korean is the first pattern, SVO. In 

this pattern, the subject and object are introduced in the first half of the phrase, and the 

verb that occurs between them is described in the second. A SOV phrase pattern is 

essential in constructing the structure. Additionally, the Myanmar sentence structure 

also follows the same pattern. For example: “저는 한국어를 공부해요.” = 

“ကနမ်သည် ကိုရးီယားစာကို ေလလ့ာသည်။” In this example sentence, subject is “저 = 

ကနမ်”, “한국어 = ကိုရးီယားစာ” is the object and the last part is verb “공부해요 = 

ေလလ့ာသည်”. Some example sentences of SOV pattern are described in Table 3.7. 

Table 3.7 Example sentences of SOV pattern 

그녀는 문을 닫았어요. သမူသည ်တံခါးကို ပိတ်ခဲ့သည။် 

저는 책을 읽고 있어요. သသူည ်စာအုပက်ို ဖတ်ေနသည။် 

그는 경기를 볼 거예요. သသူည ်ပိငပ်ွဲကို ကည့်လမိ့်မည။် 

 



29 
 

SV is the second pattern. Sometimes the meaning of the sentence can be 

understood without an object. Just the subject and the verb can be used. This is the 

simplest sentence pattern in Korean. Equivalent sentence structures can be found in 

English. So, utilizing this specific sentence structure, it is not difficult to construct a 

sentence. Table 3.8 displays a few SV pattern example sentences. 

Table 3.8 Example sentences of SV pattern 

할아버지가 오셨어요. အဖိုးက လာခဲ့သည။် 

엄마는 울었어요. အေမက ငိုခဲ့သည။် 

저는 노래해요. ကနမ် သခီျငး်ဆိုသည။် 

그녀는 들었어요. သမူက ကားခဲ့သည။် 

그는 말했어요. သကူ ေြပာခဲ့သည။် 

나는 실패 할 거예요. ငါ ကျံးလမိ့်မယ်။ 

 

Subject-Adjective (SA) pattern is the final pattern. A sentence may usually 

contain just a subject and an adjective. It is a typical sentence structure in Korean. The 

S+A sentence structure is also common in English. Examples of SA-structured 

sentences are shown in Table 3.9. 

Table 3.9 Example sentences of SA pattern 

저는 바빠요. ကနမ် အလပု်ပေ်နတယ်။ 

날씨가 덥다. ရာသဦတုက ပလူိုကတ်ာ။ 

영화는 길었다. ပုရ်ငှက် ရညှ်တယ်။ 

학생들은 긴장했어요. ေကျာငး်သားေတွက စိတ်လပရ်ာှးေနတယ်။ 

내 개는 게을러요. ငါ ့ေခွးကေတာ ့ပျငး်လိုက်တာ။ 
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3.4.3 Korean Particles: Markers and Indicators 

 
Despite the fact that particles are tiny, the subject of Korean particles is actually 

quite large. This is due to the fact that "Korean particles" serves as a general word. 

There are characters that appear right after the nouns in Korean sentences. These 

characters follow nouns like the tail of a dog. In a Korean sentence, a particle is usually 

attached to the majority of the words. They are 은, 는, 이, 가, 을 and 를. And they 

show up in Korean sentences over and over again. Indicator or marker words are 

particles in the Korean language. These particles identify each word's function in a 

sentence, i.e., which word is the subject or object. There are quite a lot of Korean 

particles. However, approximately 20 are frequently employed.  

The following three elements are crucial to Korean sentence structure: 

1. Topic Markers: 은 and 는 

This is used to denote that a word is the subject of a sentence by placing it after 

the word. “은” and “는” are essentially the same. “은” is used for nouns that end with 

a consonant, while “는” is used for nouns that end with a vowel. For example: “저 = 

저는”, “집 = 집은”. 

2. Subject Markers: 이 and 가 

To introduce a NEW subject, this participle is utilized. “이” is used for nouns that 

end with a consonant, and “가” is for nouns that end with a vowel. For example: 

“석양이 아름답다 = ေနဝငခ်ျနိက် လတှယ”်, “개가 나를 물었다 = ေခးွက ငါက့ို 

ကိုကတ်ယ”်. 

3. Object Markers: 을 and 를 

This is used to denote that the word is the sentence's object by placing it after the 

word. It is applied to all Objects. In grammar, the object being acted upon is known as 

the sentence's object. The verb is applied to the object. “을” is used when the preceding 

noun ends with a consonant, and “를” follows a noun that ends with a vowel. For 



31 
 

example: “영화를 = ပ်ုရငှက်ို”, “책을 = စာအုပ်ကုိ”. The object comes before the verb 

in an SOV sentence form. 

4. Linking Particles: 와, 과, 하고 and (이)랑 

The next group of particles is equivalent to the word "and" in English and “�ငှ့”် in 

Myanmar language. They serve to denote the pairing or grouping of nouns. For 

example: “ပနး်သးီ�ငှ့လ်ိေမ�ာ်သးီ = 사과하고 오렌지”, “ေခွး�ငှ့ေ်�ကာင ်= 개와 고양이”. 

There are numerous particles that can accomplish this. There is 

와, 과, 랑, 이랑 and 하고. 와 and 과 are more suited for speeches, presentations and 

written formats while 랑, 이랑 and 하고 are utilized in everyday conversation. When 

the previous noun ends with a vowel, the symbol 와 is used. When the previous noun 

ends with a consonant, the symbol 과 is used. In the case of the other pair, 랑 is used 

when the noun before it ends in a vowel and 이랑 is used when it finishes in a 

consonant. 하고 is a free-form word that can be used with vowels and consonants. 

5. Plural Particle: 들 

To the end of nouns in English, we usually add a "s" or "es". In Korean, the noun 

is followed by the word "들(deul)". Similar to this, “များ၊ ေတွ” is employed in Myanmar 

for plural nouns. However, unlike in English and Myanmar, Korean rarely pluralizes 

nouns. There is no significant distinction between singular and plural nouns in Korean. 

Native speakers have little trouble with this because context frequently suffices to 

notify the listener whether the word is single or plural. As a result, a sentence like “나는 

펜을 샀다 (Na-neun pen-eul sa-dda)” can mean “I bought a pen” or “I bought pens”. 

6. Possessive Particle: 의 

The last one expresses ownership or possession and is the equivalent of the 

English apostrophe + s and “၏၊ ရဲ” in Myanmar meaning. When two nouns are 



32 
 

encountered together, the particle “의 (ui)” moderates their relationship. The nouns' 

order is important in this sentence. The owner will be the first noun, and the thing owned 

will be the second noun, the one that comes after. For example: 오늘의 게임 = today’s 

game, ဒေီနရဲ ကစားပဲွ. Frequently, in speech, “의 (ui)” is pronounced as “에 (e)”. When 

pronouns such as “I (저, 나)” and “you” (너), 의 or 에 is added to obtain the possessive 

forms “my” and “your”, the result is a contraction: 나의 becomes 내 (nae) — my, 저의 

becomes 제 (je) — my, 너의 becomes 네 (ne) — your 

Sometimes in Korean language, the subject can be dropped. This indicates 

that there is no subject in some sentences. For example: a Korean older brother tells the 

younger, “문 닫아!” (Shut the door). In this, there is no explicit subject in the sentence, 

but the context tells everything the younger brother needed. 
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CHAPTER 4 

 SYSTEM DESIGN AND IMPLEMENTATION 

 
This chapter presents the precise neural machine translation implementation between 

Myanmar and Korean language. This chapter also provides a description of the proposed 

system design. The graphical user interface of the system is shown at the end, along with 

illustrations that clarify each step of the process and the experimental findings. 

4.1 Design of Myanmar-Korean Translation 

 
Figure 4.1 Design of Myanmar-Korean Translation 

In Figure 4.1, the overall design diagram of the system is displayed. There are 

two primary modules in the proposed system. Training Module is the first, while 

Testing Module is the second. First, a parallel corpus for Myanmar and Korean needs 

to be built for the training module. It is necessary to tokenize and clean the corpus data 
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in preparation for data pre-processing. The NMT models are then trained using the 

PyTorch OpenNMT toolkit [18]. It is necessary to pre-process the input source 

sentences in the testing module. After that, a trained NMT model is used to translate 

sentences and produce the translated sentences. 

4.2 Implementation 

The implementation of the Myanmar-Korean Neural Machine Translation 

models in both directions using the PyTorch OpenNMT toolkit [18], which is accessible 

on GitHub. We will demonstrate how to implement the Myanmar-Korean neural 

machine translation models in this section, including the experimental setting for the 

system, the data preprocessing step, the training models, and the translation processes. 

4.2.1 Dataset and Preprocessing Tools 

One of the low resource languages is Myanmar. There are not many parallel 

corpora between Myanmar and Korean at the present. For this system, the author must 

therefore construct a parallel Myanmar-Korean corpus. In order to create a new 

Myanmar-Korean parallel corpus, Myanmar sentences from the UCSY Myanmar-

English Corpus [23] are collected and manually translated into Korean language. About 

parallel sentences from local news, travel-related articles, school textbooks, and spoken 

textbooks in both languages are included in the corpus. More than 37K parallel 

sentences may be found in this parallel corpus. These parallel sentences are divided up 

at the word level. UCSY NLP Word Segmenter tool [21] was used for the word 

segmentation task, and Korean sentences were segmented manually according to 

Korean grammar rules. For cleaning the corpus, Moses’s clean scripts [16]. 
The Myanmar-Korean parallel corpus is randomly divided into three division 

files as shown in the following table 4.1 in order to train the Myanmar-Korean NMT 

models: 
Table 4.1 Statistics of Korean-Myanmar parallel corpus 

Files No. of sentences 

Training File 33925 

Validation File 3017 

Testing File 700 

Total Sentences 37642 
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4.2.2 Neural Machine Translation Model 

 
These days, nearly all language pairs may be successfully translated via neural 

machine translation, and the field is expanding rapidly. Furthermore, there are several 

toolkits available for the study, creation, and use of neural machine translation systems. 

Various NMT implementations are currently in use. The PyTorch OpenNMT tool [18], 

which is accessible on GitHub, was used to create the Myanmar-Korean neural machine 

translation models. A 2-layer long short-term memory with 500 hidden units on both 

the encoder and decoder is employed for the translation system. Drop-out was set to 

0.3, and each direction's computations were done with 64 batches of data and a learning 

rate of 1.0. The Korean language has 25,282 terms in its vocabulary, compared to 

15,188 words in the Myanmar language. 

 

Figure 4.2 Attention Model Architecture 

 Figure 4.2 describes how does the Attention-based model architecture perform 
in machine translation. 
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Figure 4.3 Fully computed training sample graph with 7 source words and 5 result 

words. 

 

4.2.3 Evaluation 

 
Bilingual Evaluation Understudy (BLEU), one of the de facto recognized 

automatic evaluation metrics, is utilized to evaluate the translation results. Additionally, 

BLEU is an algorithm for evaluating the quality of text which has been machine-

translated from one natural language to another. BLEU score is a number between zero 

and one that measures the similarity of the machine-translated text to a set of high-

quality reference translations. A value of 0 means that the machine-translated output 

has no overlap with the reference translation (low quality) while a value of 1 means 

there is perfect overlap with the reference translations (high quality) like the following 

equation: 
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Equation 4.1 

 

This BLEU metrics is employed to examine the experiments of Myanmar-

Korean Neural Machine Translation models. These experiments' BLEU scores are 

displayed in Table 4.2. 

Table 4.2 Evaluation result of Korean-Myanmar NMT models 

NMT Model BLEU 

Myanmar-Korean 12.58 

Korean-Myanmar 20.32 

The experimental results show the performance of Korean-to-Myanmar model 

is better than the Myanmar-to-Korean model. In translation results, it is found that some 

Foreign Names are unable to translate, and some Korean sentences are not using the 

subject word to translate. For the future experiments, the existing Myanmar-Korean 

parallel corpus cannot be sufficient to train the translation models since the quality of 

Neural Machine Translation (NMT) systems is strongly depended on the size of parallel 

corpus. Therefore, the collection of more data and more work of other neural models 

require to increase the translation performance. 
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4.3 Deployment of the System 

 

Figure 4.4 Graphical User Interface Design of the System 

 The graphical user interface for the neural machine translation between Korean 

and Myanmar is shown in Figure 4.4. This system has two text boxes: one for the input 

source sentence and another for the translated sentence. Two combo boxes with options 

for source and target languages are set up in the left and right panels, respectively. This 

system also has three different kinds of buttons: Translate, Clear, and Exit. The 

Translate button allows you to convert sentences from the source language into the 

preferred language. Similarly, the sentences that were entered are eliminated by using 

the Clear button. The final Exit button is then activated to shut off the system. 

 

Figure 4.5 An accurate sentence translation from Myanmar to Korean language 
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 The example sentence translation from Myanmar to Korean is shown in Figure 

4.5. Translating Myanmar greeting word “ေနေကာငး် လား ။” outputs the Korean word 

“잘 지내고 있어요 ?”. The accurate translation of the input sentence can be obtained 

from this experiment. 

 
Figure 4.6 An accurate sentence translation from Korean to Myanmar language 

 Figure 4.6 displays an example of a sentence being translated from Korean to 

Myanmar. The Myanmar welcome phrase "ေနေကာငး် ရဲလား ။" is produced by 

translating the Korean word "잘 지내고 있어요 ?" in the opposite direction. This 

experiment provides a correct translation of the provided sentence. 

 
Figure 4.7 False translation result of Myanmar sentence into Korean language 
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 Due to incorrect segmentation of the input Myanmar sentence, Figure 4.7 shows 

an incorrect translation of the input sentence into Korean. The segmented sentences in 

both languages make up the training corpus. As a result, the trained model is unable to 

translate the input sequence accurately. 

 

Figure 4.8 A correct sentence translation from Myanmar to Korean language 

 Figure 4.8 represents the translation of a correct sentence from Myanmar to 

Korean language. “ချစတ်ယ ်။” in Myanmar language are translated into “사랑해요 .” 

in Korean language. 

 

Figure 4.9 A correct sentence translation from Korean to Myanmar language 
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 The correct translation of the Korean sentence, which omits the subject, is 

shown in Figure 4.9. Typically, Koreans omit the subjects of their sentences when 

speaking in casual conversation. 

 

Figure 4.10 A correct sentence translation from Korean to Myanmar language 

 The precise sentence translations between Korean and Myanmar are shown in 

Figure 4.10. 

 

Figure 4.11 A correct sentence translation from Myanmar to Korean language 

Similar to Figure 4.10, Figure 4.11 shows the exact sentence translations 

between Korean and Myanmar. 
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Figure 4.12 A correct long sentence translation from Myanmar to Korean language 

 Additionally, this approach can translate lengthy sentences in both languages 

that are used in daily communication in addition to everyday speech. This is depicted 

in Figure 4.12 and Figure 4.13. 

 

Figure 4.13 A correct translation of a long sentence in Korean to Myanmar language 
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Figure 4.14 A good translation with a small error in the final product 

 The proposed model is able to translate the appropriate statement in the 

mentioned Figure 4.14 with a tiny mistake. In actuality, “သေူဌး လည်း” and “ခရးီ” must 

be “사장님도” and “여행”. As a result, the author can spot two errors in this translated 

output. 

 
Figure 4.15 Advisory regarding appropriate language selection 

 If it does not correctly identify the source and target languages, the system will 

display a warning notice and prompt us to do so immediately, according to Figure 4.15. 
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CHAPTER 5 

CONCLUSION AND FURTHER EXTENSIONS 
 

This paper aims to create a neural machine translation system for the Myanmar-

Korean language pair using an attention model based on a newly established parallel 

corpus in both languages. A new Myanmar-Korean parallel corpus is created for the 

system because there is a limited number of publicly available Myanmar-Korean 

parallel corpora. The key points of the paper are summarized, the benefits and 

drawbacks of the system are discussed, and ideas for further paper are offered in this 

chapter. 
The proposed system implements neural machine translation between the 

languages of Myanmar and Korean. This paper proposes a mechanism that users can 

employ to translate sentences from Myanmar into Korean as well as Korean into 

Myanmar. One neural network is used in the neural machine translation (NMT) system, 

which has gained popularity in recent years and is showing promising results in various 

languages. Neural Machine Translation (NMT) is the process of translating new text 

using data extracted from existing corpora. Parallel corpus is the primary prerequisite 

for machine translation. Therefore, a new Myanmar-Korean parallel corpus is built for 

this system. Myanmar sentences are taken from the UCSY Myanmar-English Corpus 

[23] and manually translated into Korean to build a parallel corpus in Myanmar-Korean 

for this system. The constructed corpus contains parallel sentences from a school text 

book, a tour guide, and spoken text. With the assistance of instructors from Korean 

language classes, manual translation into Korean was completed. 

 

5.2 Advantages and Limitations 

 For students and teenagers in Myanmar who are learning Korean language, the 

proposed system is user-friendly and helpful. The new Myanmar-Korean parallel 

corpus can be used by researchers for future Myanmar-Korean machine translation 

tasks. To build neural machine translation models and get the best performance in 

language translations, however, the size of this parallel corpus is insufficient. As a 

consequence of the translation efforts, the author has discovered that some foreign 

names cannot be translated, and that the subject word cannot be translated in some 
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Korean sentences. Additionally, if the source sentence is not accurately segmented 

before being input, the translation cannot produce an appropriate result. This is due to 

the fact that the proposed training model is based on a word-level segmentation scheme 

linked to both languages. 

5.3 Further Extensions 

The proposed method is created by utilizing a small parallel corpus of Korean 

and Myanmar. The current Myanmar-Korean parallel corpus will no longer be 

sufficient to train the translation models in the future. Since the size of the parallel 

corpus has a significant impact on the accuracy of Neural Machine Translation (NMT) 

systems, the current Myanmar-Korean parallel corpus will not be adequate for training 

translation models in the upcoming experiments. In order to improve translation 

performance, more data must be collected and other neural models must be trained hard 

work. 
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