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ABSTRACT 

In recent years, sharing information through the Internet across various 

platforms and web-applications has grown increasingly widespread. Users' critical 

information is stored in databases by the web-based applications that receive it. Due to 

its availability over the Internet, these apps and the databases that are connected to be 

vulnerable to numerous cybersecurity incidents. Therefore, cyber-security is critical for 

securing user’s critical data and information in this technology era. The attacker can 

steal critical and confidential information by using various threats. The threats include 

attacks such as Cross Side Scripting (CSS), Denial of Service Attack (DoS0, and 

Structured Query Language (SQL) Injection attacks. One of the 10 most popular risks 

and weaknesses to web applications with backend databases is SQL injection. It utilizes 

malicious SQL queries to modify internal data and to retrieve information from the 

back-end database that was not intended to be displayed. Since there are countless 

cyberattacks every day and have really been needing on developing a more secure 

system that can predict them and prevent them from happening. In this thesis, proposed 

system can be detected SQL Injection Attack successfully by applying machine 

learning algorithm based on Naïve Bayes Method. The proposed model was trained and 

evaluated with 21,523 instances of dataset which comprises SQL Injection and no 

Injection. The user interface is created for a test case that anticipates either a malicious 

or benign question from the user. Finally, this system is displayed the result of detecting 

the query that is SQL Injection or not and is evaluated how accurate the results based 

on having false negative and false positive rate. 
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CHAPTER 1 

INTRODUCTION 

 Web-based program are mainly used on daily life. Web application accept 

user’s crucial information and store this information in database [7]. Attackers try to 

get easy access to the underlying database of web applications, making them 

susceptible. The various threats such as Cross Side Scripting (CSS), Denial of Service 

Attack (DoS), and Structured Query Language (SQL) Injection attacks are used to 

attack. Among these, one of the most common cyber-attacks is SQL Injection Attacks. 

SQL injection is a popular attack method that allows access to data that was not 

intended to be revealed by altering the backend database utilizing malicious SQL code. 

Attackers can be able to access the databases that underlie Web applications using SQL 

Injection Attacks because it gives them the opportunity to leak, edit, or even destroy 

information that is retained in these databases. SQL Injection Attack has also been 

identified by the Open WEB Application Security Project (OWASP) as the top risks to 

web-based applications [21]. 

One of the most common and harmful types of hacker assault are SQL Injection 

Assault. Prevention of SQL injector attacks is crucial and complex topics to learn in 

information system security. A SQL injection attack (SQLIA) in Web applications 

supported by a database is the main security risk. Through this vulnerability, attackers 

can quickly access the application's underlying database and any potentially sensitive 

data that can be present there. By carefully crafting input, a hacker can access database 

content that would otherwise be impossible. Typically, this is accomplished by altering 

the SQL statements employed by online programs. Due to the safety of web 

applications, the researchers have extensively researched SQLIA detection and 

prevention and developed a variety of strategies. 

However various techniques have been developed to counteract such attacks, 

fraudsters continue to find ways to circumvent the different protections put in place to 

prevent SQL Injection attacks. Currently, there has been a significant amount of debate 

concerning by using machine learning algorithms to detect and prevent certain cyber 

security risks. The effectiveness of using supervised and unsupervised learning 

techniques to identify security threats cannot be challenged but the computing power 

and processing time needed to run such complicated algorithms continue to be a major 

concern for the community working on cyber security, that is constantly evolving. For 
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the purpose of recognizing SQL Injection attacks, a significant amount of study has 

been done utilizing various machine learning methods. This system uses Naïve Bayes 

algorithm to detect SQL Injection Attack. 

1.1 Objectives of the Thesis 

The main objectives of the thesis are as follows: 

➢ To find serious threats that are embedded in query 

➢ To protect the critical information that stored in the web-app’s backend 

database 

➢ To help security officer or security analyst to terminate the attack early 

➢ To help the organization/company to be better secure their backend 

database and customer information 

1.2 Motivation of the System 

 Attackers try to use various security flaws to hack web-based apps that store 

sensitive information in databases. These security flaws are SQL Injection, Cross Site 

Scripting, Broken Authentication and Session Management, Insecure Direct Object 

References, Cross Site Request Forgery and Security Misconfiguration. SQL Injection 

is one of top ten vulnerabilities that is described Open Web Security Project (OWASP). 

If the injection is successful, the attackers would be able to access the database and 

retrieve the sensitive information as well as the credentials of other users. Through this 

injection, the attacker might change the data in the existing database. Many online 

consumers' intellectual property could be damaged by this kind of attack. Bangladesh's 

economy suffered a severe setback in February 2016 as a result of a hacking attack on 

the Bangladesh Bank, during which this company lost more than 81 million USD [8]. 

According to Statistica, the average cyber loss for mid-sized businesses in 2019 was 

1.56 million dollars. In a survey of global companies conducted in May2019, the 

average damage across all company sizes was estimated to be 4.7 million US dollars 

[19]. SQL injection attacks are used by hackers in 51% of instances, according to 

another significant statistic about them.  
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1.3 Related Work 

 In this paper [16], the ResNet model is constructed using data collected from a 

variety of devices and the internet. The ResNet method is used to train on processed 

samples. The user interface is created for an experiment that predicts either a malicious 

or innocent question from the user. If a malicious or legitimate input request is made, 

the trained ResNet model can detect with accuracy which one it is. This system shows 

how ResNet can successfully identify several types of SQLIA.  

In this paper [9], machine learning is employed, and the SQL Injection detector 

is trained using training data before being checked against testing data. The access log 

is extracted and divided into a test set and a training set. The detector learns from the 

training set and develops a Knowledge Base (KB). Finally, the detector checks the test 

set depending on KB. The outcome of the detection demonstrates that the proposed 

technique achieves excellent accuracy in differentiating between malicious and 

legitimate web requests. 

In this paper [10], they suggested employing the Aho-Corasick pattern matching 

algorithm as a detection and prevention method to prevent SQL Injection Attacks 

(SQLIA). This system is evaluated by using sample of well-known attack patterns. The 

proposed scheme has the following two modules, 1) Static Phase and 2) Dynamic 

Phase. In the Static Pattern List, they keep a list of known Anomaly Pattern. In Dynamic 

Phase, an alarm will occur and a new anomaly pattern will be established whenever a 

new anomaly of any kind unexpectedly emerges. The Static Pattern List will be updated 

with the new anomalous pattern. The initial evaluation suggests that the proposed 

approach is effective against the SQL Injection Attack by taking in consideration a 

sample of common attack patterns. 

 In this paper [13], an approach to stop complex SQL injection attacks has been 

proposed in this system and was based on the adaptive deep forest algorithm. Here, the 

raw feature vector and an average of the prior outputs were combined to create the input 

for each layer. As a result, the deep forest structure in this study is improved. Later, 

they devised a method called the AdaBoost based deep forest model for using the error 

rates to update the weights in each layer. In this study, it was discovered that the 

proposed model performed better than the traditional machine learning techniques. The 

outcomes of the experiment have proven this. The proposed model for detecting the 

SQL injection had two stages. The off-line training phase and the online test phase were 



4 

 

these. The collection of 10,000 SQL injection samples. Here, characteristics including 

the UNION query, SQL command executor, error-based injection, and blind injection 

were retrieved from several datasets. 

In this paper [10], it has many SQL injection attack types and classifications 

represented. In addition, they bring forth a model that functions in three stages, 

checking ASCII characters first, tokens next, and threshold values last. This model is 

similar to a pattern lock. In addition, they bring forth a model that functions in three 

stages, checking ASCII characters first, tokens next, and threshold values last. This 

model is similar to a pattern lock. The model makes sure that only the right queries are 

sent to the database server in this way. In this paper, various sorts of attacks have been 

discussed, including client-side assaults, information-based attacks, command 

execution-based attacks, and attacks based on authentication. The paper claims that 

there are six different categories of SQL injection attacks, including tautologies, union 

queries, stored procedures, logically flawed queries, inference, piggy-backed queries, 

etc. The user interface under the suggested model would accept input from the user. 

The query length and pattern values of all the inputs would then be compared. If both 

values are the same, the anomaly value will be calculated. If the score for anomaly 

exceeds the threshold previously established, the model will reject the current query. 

The query won't be denied if the threshold wasn't exceeded. Additionally, some 

methods for preventing SQLI are examined, such as using the OWASP-provided SQL 

Cheat Sheet, avoiding detailed error messages, using parameterized queries, outlining 

automatic and dynamic access control lists, utilizing functions that would block quotes, 

granting users only the necessary permissions, etc. In the end, the authors admitted that 

their program was not running quickly enough and that the security of their suggested 

system has certain flaws. They suggested that the model can be made faster and safer 

by including a cross-site script protection technique. 
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1.4 Outline of the Thesis 

There are five chapters in this thesis. 

The objectives and organizational structure of the thesis are described in 

Chapter 1 and it is explanation of the section that serves as an introduction to SQL 

Injection Attack and related works.  

Web architecture, web application vulnerabilities, SQL Injection Attacks, and 

machine learning methods are just a few of the foundational theories covered in length 

in Chapter 2 that are connected to this thesis. 

The design of the suggested system is described in Chapter 3 along with the 

system flow, a detailed analysis of the algorithms and an assessment of the output 

results.  

The detailed implementation of the suggested system and the outcomes of the 

experiments are discussed in Chapter 4. 

 This thesis is concluded in Chapter5 which also discusses the advantages, 

limitations, and possible future extensions of the suggested system. 
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CHAPTER 2 

BACKGROUND THEORY 

This chapter represents the underlying background theory for the proposed 

system. In the first section, web architecture, about web app and vulnerability, types of 

threat and SQL Injection are described. The next section describes about machine 

learning and types of machine learning. In the last section, Naïve Bayes algorithm and 

types of model are presented in details. 

2.1 Web Architecture 

 A web app architecture displays the architecture of all the software elements, 

including middleware, databases and apps, as well as how they communicate with one 

another. It guarantees that both the client-side server and the backend server can 

understand the HTTP data delivery protocol by providing specifics about it. A web-

based application architecture typically consists of 3 main components:  

 

 

 

 

 

 

 

Figure 2.1 Components of Web Architecture 

 Every web application architecture is designed using a layered 

architecture. Multi-or Three-Tier Architecture refers to the organization of 

architectural patterns for web applications into various layers or tiers.  

Presentation Layer: This layer which the client can access through a browser, 

contains user interface and UI process components. 

Business/Application Layer: It receives the user's request from the browser, 

processes it and controls the paths taken to retrieve the contents. 

Web Server 
Database 

Server 

Web 

Browser 

Web 

Architecture 
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Persistence Layer: It is also known as a data access or storage layer. This layer 

aggregates all data calls and grants access to an application's persistent storage.  

 

 

Figure 2.2 Web App Architecture 

 The web application architecture one chooses to work with concerns several 

elements of web applications, including resilience, security, scalability, reliability and 

responsiveness. 

2.2 Web Application 

  A database, an application server and a web server are essential for a Web 

application (Web app) to operate effectively [22]. It is an application program that is 

stored on a remote server and distributed over the Internet using a browser interface. 

Web browsers like Google Chrome, Microsoft Edge, Mozilla Firefox, Internet 

Explorer, Safari and Opera are used by users to access web applications. 
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Figure 2.3 Flow of Web Applications 

The requests made by clients are handled by web servers and the desired task is 

executed through the application server. In order to create a front-end application, the 

client-side programming language frequently makes use of JavaScript, HTML and 

CSS. Users can view information and communicate with the web server according to 

this. The server-side programming languages used most frequently are Python, Ruby, 

PHP, ASP and Java. The web server must be managed a web application, together with 

information retrieval and storage [12]. Web applications typically include ecommerce 

websites, webmail, calculators, social media platforms, etc. 

2.2.1 Web Application Vulnerability 

 Any system weakness that a hacker can use to compromise a web application is 

known as a web application vulnerability. When using a web application with a web 

browser, website users can upload and retrieve data to and from a database over the 

internet. Most importantly, many of these databases contain valuable data, including 

private financial and personal information, sensitive client data, and other information 

that makes them valuable targets for attackers. If they have major weaknesses or 

vulnerabilities, the attackers have a variety of ways to obtain these crucial data. 

Attackers use these flaws as opportunities to damage individuals.  

Web applications require the capacity to communicate and interact with various 

users from different networks, making them apart from other typical weaknesses like 

asset flaws or network vulnerabilities. A web application is a hacker's favorite target 

because it is easily accessible.  
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2.2.2 Common Types of Web Application Vulnerability 

Vulnerabilities that are frequently found in web applications. 

▪ SQL Injection 

Structured Query Language (SQL) is widely used programming 

language for managing database communications. Attackers can enter 

malicious SQL commands to steal information, edit, or delete data using SQL 

flaws [18]. Some cybercriminals utilize SQL to take control of the target system. 

Attacks using SQL injection target servers that host critical information utilized 

by web services or applications. When vital or sensitive data, such as user 

passwords and personal information is exposed they become extremely risky. 

▪ Cross-Site Scripting (XSS) 

The injection of malicious scripts into websites or web applications is 

component of XSS attacks, which are similarly to SQL injection attacks. The 

main distinction is that the malicious code only executes in the browser when a 

user accesses a hacked website or app. By inserting code into input fields, 

attackers typically launch XSS attacks that the target page executes when users 

view the page. An XSS attack can reveal user data without revealing a 

compromise, which could eventually harm a company's reputation. Users might 

not be aware that attackers are stealing any private information they send to the 

compromised app. 

▪ Broken Authentication and Session Management 

For each valid session, websites often generate a session cookie and 

session ID, and these cookies hold sensitive information like usernames and 

passwords. These cookies should be invalidated when the session ends, either 

by logout or a sudden browser close, meaning that a new cookie should be 

created for every session. Sensitive information will be present in the system if 

the cookies are not expired. An attacker can use this flaw to hijack a session, 

obtain unauthorized access to the system and allow the exposure and 

modification of unauthorized information. Utilizing stolen cookies or sessions 

using XSS, the sessions can be hijacked. 

▪ Insecure Direct Object References (IDOR) 

Access control problems in web applications frequently lead to 

widespread, extremely dangerous vulnerabilities called insecure direct object 
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references. By altering a "direct object reference," such as a database key, query 

parameter, or filename, IDOR flaws enable an attacker to interact maliciously 

with a web application. The attacker can construct a future attack to gain access 

to the unauthorized data and use this information to gain access to other objects. 

An attacker might compromise the application, change data, or get access to 

unapproved internal objects using this vulnerability. 

▪ Cross Site Request Forgery 

When a victim is forced into using the web application in an 

unauthorized manner, this is known as a CSRF attack. The victim first logs into 

the web app, which has already verified the legitimacy of the user and browser. 

The program will therefore execute any malicious operations after the attacker 

fakes the victim into sending a request to the web app. Sensitive data will be 

stolen if the user clicks the malicious request after logging into the original 

website, and unauthenticated action will be carried out on the user's behalf. 

▪ Security Misconfiguration 

Some of the most critical web application vulnerabilities are caused by 

security misconfigurations because they make it simple for attacks to access the 

application. Numerous security configuration flaws could be exploited by 

attackers. Ad hoc or incomplete configurations, data maintained in the cloud, 

plaintext error messages containing sensitive information, unmodified default 

configurations, and misconfigured HTTP headers are a few examples. Any 

operating system, library, framework, or application might contain security 

misconfigurations. 

▪ Insecure Cryptographic Storage 

When sensitive data is not saved securely, there is a common 

vulnerability known as insecure cryptographic storage. The term "Insecure 

Cryptographic Storage" refers to a group of vulnerabilities rather than a single 

one. Sensitive data information on a website includes items like user login 

passwords, profile information, health information, credit card information, etc. 

This information will be kept in the application database. If this data is wrongly 

stored without encryption or hashing, it will be susceptible to attackers. An 

attacker can use this weakness to perform crimes like identity theft and credit 

card fraud by stealing and altering such weak security data. 
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▪ Failure to restrict URL Access 

Forced browsing is a method that can risk security if web application 

doesn't properly limit URL access. When an attacker uses a web browser to 

request specific pages or data files in an attempt to obtain sensitive information, 

forced browsing can be a very significant issue. An attacker can bypass website 

security using this method by directly accessing files instead of by clicking 

links. This enables the attacker to bypass the web application and access data 

source files directly. The attacker can then identify and access source code or 

other information left on the server, locate backup files that hold sensitive 

information, and get around the "order" of web pages. Web programs check the 

URL access credentials before generating restricted links and buttons. The most 

of apps do not expose privileged users who have access to privileged sites 

locations, or resources. By making a precise assumption, an attacker can access 

restricted pages. An intruder has access to features, sensitive pages and personal 

data. An attacker can use this vulnerability to access and exploit unauthorized 

URLs without having to enter the program. A hacker has access to sensitive 

pages, can use functionalities, and read confidential information. 

▪ Unvalidated Redirects and Forwards 

An attacker can use this vulnerability to access and exploit unauthorized 

URLs without having to enter the program. A hacker has accessed to sensitive 

pages, can use functionalities and read confidential information. The web 

application accomplishes its objectives by sending users to other pages using a 

finite number of techniques. If there is insufficient validation while redirecting 

to other pages, attackers can take advantage of this and exploit forwarding to 

drive users to malicious or phishing websites. An attacker may join a valid URL 

with a malicious URL that has been encoded before sending it to the user. A 

person can navigate the URL provided by the attacker and perhaps become a 

victim just by accessing the legitimate part of it. 

▪ Directory Traversal 

Backtracking or directory traversal attacks take advantage of the way a 

web application gathers data from a web server. Access Control Lists (ACLs) 

are frequently used in web programs to limit user permissions to specific files 

located in the root directory. A malicious actor is capable of determining the 

URL structure the target program uses when requesting files. 
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▪ Insufficient Transport Layer Protection 

Deals with information transfer between the user (client) and the server 

(application). Applications often send sensitive data over a network, including 

session tokens, authentication information, and credit card details. A web 

application can be compromised and/or sensitive data can be stolen if weak 

algorithms, expired or incorrect certificates, or the lack of SSL are used in the 

communication. An attacker can steal legitimate user credentials using this web 

security flaw and get access to the application. 

 In this thesis, the proposed system detects that the attackers exploit SQL 

Injection Attack. 

2.2.3 SQL Injection Attack 

SQL injection, sometimes referred to as SQLI, is a popular attack method that 

utilizes malicious SQL code to manipulate the backend database and access data that 

was not intended to be exposed [4]. Given the right conditions, a hacker can use a SQL 

Injection vulnerability in order to bypass an internet application's security and 

authorization measures and retrieve the entire database's contents. 

 

Figure 2.4 SQL Injection Attack 

 SQL Injection is a server-side code injection technique that uses a predefined 

SQL statement to take advantage of a web application's vulnerability to attack the 

system, inserting the query into the URL or input fields. This query is sent by the web 

application to the database which then processes it and sends data back to the web 

application [5]. By using SQL Injection, the attackers successfully get access to the 

database in this manner. Therefore, attackers get access to sensitive data, the 

opportunity to modify database information, to run database administrator commands, 

and the ability to recover system files. 

The following are the impact of SQL Injection when it enters the application 
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▪ Steal credentials— attackers can impersonate users and use relevant privileges 

after obtaining credentials using SQLI. 

▪ Access databases— attackers can access the private information on database 

servers. 

▪ Alter data— attackers have access to the accessed database and can edit or add 

new data. 

▪ Delete data— attackers are able to delete entire tables or erase database records. 

▪ Lateral movement— attackers who have operating system privileges can log 

into database servers and utilize these rights to break into other sensitive 

systems. 

Sample of SQLI Attacks 

1. Using SQLI to Authenticate as Administrator 

This sample shows how a hacker can bypass authentication in an application 

and achieve administrative rights by using SQL injection [15]. Assume of a basic 

username-and-password database table-based authentication solution. The variables 

user and pass are obtained via a user's POST request, which is added to the following 

SQL statement: 

SQL = "SELECT id FROM users WHERE username='" + user + "' AND 

password='" + pass + "'" 

The attacker uses this SQL statement by concatenating a string like this 

instead of the pass variable: 

password' OR 5=5 

As a result:  

SELECT id FROM users WHERE username='user' AND password='pass' OR 

5=5' 

In this statement, 5=5 is always true. Consequently, the WHERE clause will 

return the first ID from the users table, which is usually the administrator. This shows 

that the attacker is able to access the program without logging in since they have 

administrator privileges. A more effective variation of this attack involves inserting a 
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code comment symbol at the conclusion of the SQL statement, which allows the 

attacker to further modify the SQL query. 

2. Using SQLI to Access Sensitive Data 

 In this sample, the code gets the current username before checking for items 

with a certain item name whose owner is the current user.  

string userName = ctx.getAuthenticatedUserName(); 

string query = "SELECT * FROM items WHERE owner = "'" 

                + userName + "' AND itemname = '" 

                + ItemName.Text + "'"; 

The code generates the following query when the username and item name are 

combined: 

SELECT * FROM items WHERE owner =AND  

itemname = ; 

If the attacker inserts the following string for itemname: 

Widget' OR 5=5 

SQL statement become: 

SELECT * FROM items WHERE owner = 'John'  

AND itemname = 'Widget' OR 5=5'; 

This is similar to 

SELECT * FROM items; 

As a result, the query will return all of the table's data, giving the attacker 

unauthorized access to confidential information. 

3. Injecting Malicious Statements into Form Field 

This is a simple user-input-based SQL injection attack. The attacker utilizes a 

form that asks for the user's first and last names. 

The SQL statement that receives the form inputs has the following format: 

SELECT id, firstname, lastname FROM authors 
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When the attacker inserts a fraudulent expression to the first name, SQL 

statement become: 

SELECT id, firstname, lastname FROM authors WHERE firstname = 

'malicious'ex' and lastname ='newman' 

Due to the single punctuation, the database recognizes invalid syntax and 

attempts to execute the malicious statement. 

2.3 Machine Learning 

Machine learning is a field of technology that allows systems to carry out a 

range of activities, such as forecasts, suggestions, estimations, etc., based on prior 

knowledge or historical data [2]. It encourages computers to behave like people by 

using projected data and prior experience. It is a technique for computer algorithms that 

improve mechanically with time. 

 

Figure 2.5 Working of Machine Learning 

2.3.1 Machine Learning Techniques 

Machine Learning techniques are divided mainly into the following 4 

categories: 

 

 

 

 

 

 

 

Figure 2.6 Types of Machine Learning 
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2.3.1.1 Unsupervised Learning 

 Unsupervised learning is a type of learning where a computer needs to pick up 

information without any human intervention [23]. The machine is trained by using a set 

of unlabeled, unclassified, or uncategorized data and the algorithm is required to 

respond independently on that data. Unsupervised learning's objective is to reorganize 

the incoming data into new features or a collection of objects with related patterns. 

There is no predefined outcome in unsupervised learning. The machine searches 

through the massive volume of data for helpful insights. It can also be divided into two 

different types of algorithms: 

 

 

 

 

 

 

Figure 2.7 Unsupervised Learning 

2.3.1.2 Supervised Learning 

In supervised learning, sample labeled data is given to the machine learning 

system as training material and then it uses that information to predict the outcome [3]. 

The system builds a model using labeled data to analyze the datasets and learn about 

each one. After training and processing, the model is tested by utilizing sample data to 

determine whether it accurately predicts the desired outcome. Two categories of 

algorithms can be used to further categorize supervised learning: 
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Supervised 

Learning 

Classification 

Regression 

Unsupervised 

Learning 

Clustering 

Association 



17 

 

Reinforcement Learning 

Reinforcement Learning is a feedback-based machine learning technique [11]. 

Compared to supervised learning, reinforcement learning does not require the explicit 

correction of undesirable behavior or the presentation of labelled input/output pairs. 

There are no labeled data, therefore the agent can only learn through experience. Agents 

(computer programs) in this type of learning are required to investigate their 

surroundings, take actions and then receive rewards as feedback for their actions. They 

receive positive reinforcement for all actions and negative reinforcement for all actions. 

A reinforcement learning agent's objective is to maximize the good outcomes. 

Semi-supervised Learning 

 Semi-supervised learning is a method that stands between supervised and 

unsupervised learning [14]. It combines the benefits of both supervised and 

unsupervised learning without the challenges involved with finding a large amount of 

labeled data by using both enormous amounts of unlabeled data and limited amounts of 

labeled data. Its functions apply to datasets with a limited number of labels as well as 

datasets with unlabeled data. However, the data is typically unlabeled. As a result, it 

also reduces the cost of the machine learning model because labels are costly yet could 

not be required for business goals. Furthermore, it raises the efficiency and precision of 

the machine learning model. Data scientists can overcome the drawbacks of supervised 

and unsupervised learning with the help of semi-supervised learning. 

2.3.2 Machine Learning Model 

 Machine learning contributes to building a model that can analyze more data 

to make predictions after being trained on a set of training data [1]. Machine learning 

systems have utilized that a variety of models are: 

▪ Decision Trees 

▪ Support Vector Machine (SVM) 

▪ Linear Regression 

▪ K Nearest Neighbour (KNN) 

▪ Random Forest 

▪ Logistic Regression 

▪ Naïve Bayes 
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2.3.3 Decision Trees 

Decision Tree is a supervised learning method that can be applied to 

classification and regression issues, however it is most frequently used to solve 

classification issues. It is a tree-structured classifier, where internal nodes stand in for 

a dataset's features, branches for the decision-making process and each leaf node for 

the classification result. The Decision Node and Leaf Node are the two nodes of a 

decision tree. While Leaf nodes are the results of decisions and do not have any more 

branches, Decision nodes are used to create decisions and have numerous branches. 

The decision tree's general structure is shown in the diagram below: 

 

Figure 2.9  Decision Tree 

2.3.4 Support Vector Machine (SVM) 

 One of the most widely used methods for Supervised Learning, Support Vector 

Machine (SVM), is used to solve Classification and Regression issues. However, it is 

mainly employed in Machine Learning Classification issues. The SVM algorithm's 

objective is to establish the best line or decision boundary that can divide n-dimensional 

space into classes, allowing us to quickly classify fresh data points in the future. The 

term "hyperplane" refers to this optimal decision boundary. SVM picks the extreme 

vectors and points that aid in the creation of the hyperplane. Support vectors, which are 

used to represent these extreme situations, form the basis for the SVM method. 
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Consider the diagram below, where a decision boundary or hyperplane is used to 

categorize two distinct categories: 

 

Figure 2.10 Support Vector Machine 

2.3.5 Linear Regression 

 A variable's value can be predicted using linear regression analysis based on the 

value of another variable. The term "dependent variable" refers to the variable that want 

to forecast [17]. The independent variable is the one using to make a prediction about 

the value of the other variable. This type of analysis involves one or more independent 

variables that can most accurately predict the value of the dependent variable and 

estimates the coefficients of the linear equation. The differences between expected and 

actual output values are minimized by linear regression by fitting a straight line or 

surface. The best-fit line for a set of paired data can be found using straightforward 

linear regression calculators that employ the "least squares" technique. 
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Figure 2.11 Linear Regression 

2.3.6 K Nearest Neighbour (KNN) 

 One of the simplest machine learning algorithms, based on the supervised 

learning method, is K-Nearest Neighbour [11]. The K-NN algorithm assumes that the 

new case and the existing cases are comparable, and it places the new sample in the 

category that is most like the existing categories. The K-NN algorithm saves all the 

information that is available and categorizes new input based on similarity. This means 

that utilizing the K-NN method, fresh data can be quickly and accurately sorted into a 

suitable category.  

Although the K-NN approach is most frequently employed for classification 

problems, it can also be utilized for regression. Since K-NN is a non-parametric 

technique, it makes no assumptions about the underlying data. It is also known as a lazy 

learner algorithm since it saves the training dataset rather than learning from it’s 

immediately. Instead, it uses the dataset to perform an action when classifying data. 

The KNN method simply saves the information during the training phase, and when it 

receives new data, it categorizes it into a category that is quite similar to the new data. 
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Figure 2.12 K Nearest Neighbour 

2.3.7 Random Forest 

 Popular machine learning algorithm Random Forest is a part of the supervised 

learning methodology [2]. It can be applied to machine learning issues involving both 

classification and regression. It is built on the idea of ensemble learning, which is a 

method of integrating various classifiers to handle difficult issues and enhance model 

performance. Random Forest, as the title suggests, is a classifier that uses a number of 

decision trees on different subsets of the provided dataset and averages them to increase 

the dataset's predictive accuracy. Instead of depending on a single decision tree, the 

random forest uses forecasts from each tree and predicts the result based on the votes 

of the majority of predictions. Higher accuracy and overfitting are prevented by the 

larger number of trees in the forest. The following diagram illustrates Random Forest 

algorithm. 

 

Figure 2.13 Random Forest 
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2.3.8 Naïve Bayes 

 The Naïve Bayes algorithm is a supervised learning method for classification 

issues that is based on the Bayes theorem. It is mainly employed in text classification 

with a large training set. The Naïve Bayes Classifier is one of the most simple and 

effective classification algorithms available today. It aids in the development of quick 

machine learning models capable of making accurate predictions. Being a probabilistic 

classifier, it makes predictions based on the likelihood that an object will occur. Spam 

filtration, Sentimental analysis and article classification are a few examples of Naïve 

Bayes algorithms that are frequently used. There are three different kinds of Naïve 

Bayes models and they are as follows: 

 

 

 

 

 

 

 

Figure 2.14 Types of Naïve Bayes Model 

Multinomial Naïve Bayes  

One of the variations of the Naive Bayes algorithm used in machine learning is 

the Multinomial Naïve Bayes. When the data is multinomially distributed, the 

Multinomial Naive Bayes classifier is employed. It indicates the category a specific 

document falls under, such as Sports, Politics, Education, etc., and is largely used to 

solve document classification issues. In classification tasks based on natural language 

processing, this algorithm is particularly preferred. Word frequency is used by the 

classifier as a predictor. When modeling feature vectors with each value indicating, for 

instance, the frequency or number of occurrences of a keyword, a multinomial 

distribution is helpful. If each of the n elements in the feature vectors can take on one 

of k possible values with probability pk, then: 

 

Naïve Bayes 

Gaussian Bernoulli Multinomial 
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𝑃(𝑋1 = 𝑥1 ∩ 𝑋2 = 𝑥2 ∩ …∩ 𝑋𝑘 = 𝑥𝑘) =
𝑛!

∏ 𝑥𝑖!𝑖
∏𝑝𝑖

𝑥𝑖

𝑖

 

Equation 2.1 

 This approach can be applied to both continuous and discrete data. It is easy to 

use and can be applied to predict real-time applications. Large datasets may be handled 

with ease and it is very scalable. 

Bernoulli Naïve Bayes 

A member of the Naive Bayes family is Bernoulli Naive Bayes. Similar to the 

Multinomial classifier, the Bernoulli classifier uses independent Boolean variables as 

predictor variables. Such as if a particular word is present or not in a document. This 

model is also famous for document classification tasks. When the dataset has a binary 

distribution and the output label is either present or absent, it can be used very 

effectively. This algorithm's main feature is that it only recognizes features as binary 

values, such as: 

▪ True or False 

▪ Spam or Ham 

▪ Yes or No 

▪ 0 or 1 

Compared to other classification methods, it is very quick. This approach 

provides more accurate results when compared to other classification algorithms in the 

situation of a little dataset, which is opposite to certain machine learning algorithms 

that do not perform well when the dataset is small. It is quick and can easily manage 

irrelevant features. 

Gaussian Naïve Bayes 

In Gaussian Naive Bayes, it is assumed that each feature's continuous values are 

distributed according to a Gaussian distribution. The term "Normal distribution" can 

also be used to describe a Gaussian distribution. As illustrated below, when plotted, it 

produces a bell-shaped curve that is symmetric about the mean of the feature values: 
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Figure 2.15 Gaussian Distribution 

2.3.9 Logistic Regression 

 One of the most often used Machine Learning algorithms, within the category 

of Supervised Learning, is logistic regression. Using a predetermined set of 

independent factors, it is used to predict the categorical dependent variable. In a 

categorical dependent variable, the output is predicted via logistic regression. As a 

result, the result must be a discrete or categorical value. The logistic function's curve 

represents the probability of a certain outcome, such as whether cancerous cells are 

present or not, or whether a mouse is fat or not based on its weight, etc. Because it can 

classify new data using both continuous and discrete datasets, logistic regression is a 

key machine learning approach. When classifying observations using various sources 

of data, logistic regression can be used to quickly identify the factors that will work 

well. The logistic function is displayed in the graphic below: 
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Figure 2.16 Logistic Regression 

2.4 Chapter Summary 

 This chapter described about the concept of web architecture, web application 

and vulnerability. And then, the sample of SQL Injection Attack is also explained. 

Moreover, about machine learning and techniques are also presented. Finally, how 

machine learning model build is described as detail. 
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CHAPTER 3 

DESIGN OF THE PROPOSED SYSTEM 

The main goal of the thesis is to detect SQLI Attack. Firstly, the overview of 

the proposed system is described. And each of the algorithm that takes part in the main 

program is described in a detailed explanation. Moreover, software requirement to use 

the proposed system is described. Finally, it is described that the summary of this 

chapter. 

3.2 Overview of the Proposed System 

 

The following Figure 3.1 shows the block diagram of the proposed system. The 

dataset is taken from the Kaggle website. Data pre-processing was necessary because 

the collected data does not contain many useless pieces of information. The dataset is 

partitioned in this step using the 70/30 rule for machine learning. Data pre-processing 

entails turning raw data into clean data and maintaining the data that is most significant 

for training. In essence, it eliminated duplicate data and noisy data. In this system 

removes duplicate rows and same query but different label in the dataset. Moreover, 

the proposed system extracts the feature by using Regular Expression. The system then 

used the dataset to simultaneously train and test the model. After that, the performance 

of the system is evaluated. Finally, the system created a model that worked well with 

the dataset. These datasets were classified into two parts: training data for the model's 

training and testing data for determining whether the algorithm is producing the desired 

outcomes. A website was created to evaluate the model's usability in different areas. 

The model was then tested after being connected to the website. 

 

Figure 3.1 Block Diagram of the Proposed System 
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3.1.1 Software Requirement 

Jupyter Notebook: An open-source IDE is called Jupyter Notebook is used to produce 

Jupyter documents, which can be shared with live codes and developed. Additionally, 

it is an interactive computing environment based on the web. The Jupyter notebook can 

handle a number of widely used data science languages, including Python, Julia, Scala, 

R, and others. A web-based interactive computing platform is Jupyter Notebook. Live 

code, mathematics, narrative text, infographics, interactive dashboards, and other media 

are all combined in the notebook. It uses blocks to provide in-line code execution and 

provides help for in-line graphing. It’s very flexible. 

Python Programing Language: PyQt is a Python binding for Qt, a collection of C++ 

libraries and development tools that offer abstractions for graphical user interfaces that 

are agnostic of platform (GUIs). Along with many other delicate features, Qt offers 

tools for networking, threading, regular expressions, SQL databases, SVG, OpenGL, 

XML, and many more. The basis for a Qt class's operation is a slot mechanism that 

facilitates communication between objects to make the construction of easily reusable 

software components possible. Python is utilized in video games, operating systems, 

artificial intelligence, machine learning, and mobile application development. Python 

is regarded as one of the easiest programming languages to learn for a novice, but it can 

be challenging to master. 

3.1.2 System Flow Diagram 

 In Figure 3.2 is shown system flow of the proposed system. At first, this system 

picks up the SQL Injection dataset from the database. And then, this system checks 

duplicate rows in the dataset. If it has duplicate rows, it will remove from this system. 

Additionally, this system checks same query with different label in the dataset. If it has 

same query with different label, the system drops rows that happen in this case. Finally, 

the system converts lower case of all statement in the dataset. And then this system 

extracts the feature by using regular expression and save the dataset. After that, this 

dataset splits into training dataset and testing dataset. Furthermore, this system builds a 

model with Naïve Bayes method by using training dataset and then checks model 

accuracy with testing dataset by using confusion matrix. Additionally, this system 

extracts the feature when user input is entered into the system. After that, this input is 
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checked with training model whether this statement is malicious or not. And then, this 

system shows to the user that this statement is SQL Injection or not. 
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Figure 3.2 System Flow Diagram 
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3.3 Description of the Dataset 

 The experimental dataset for the SQL Injection Attack was obtained from the 

Kaggle website. The sample dataset has two columns of data and 30,919 different 

values. The first column represents a query that has to be identified as either a normal 

statement or a SQL Injection Attack, and the second column provides a numeric value 

that helps identify the type of statement it is. In this case, the sentence has been 

represented by the value 1 as a SQL Injection query and by the value0 as a regular 

statement. The sample dataset of the proposed system is described in table 3.1.  

Table 3.1 Sample Dataset of the Proposed System 

 

3.4 Data Preprocessing 

 Data preprocessing is the process of transforming raw data into something that 

can be used by a machine learning model. It is the first and most crucial step in the 

process of creating a machine learning model. Since real-world data frequently contains 

noise, missing values, and can be in an unfavorable format, it cannot be used to directly 

train machine learning models. The accuracy and efficiency of a machine learning 

model are increased by data preprocessing, which is required to clean the data and 

prepared it for the model. 

 In this system, the queries are made up of punctuation, special letters, etc. All 

of these characteristics set the SQL Injected query apart from regular SQL queries. So, 
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as a part of text preprocessing, punctuation, HTML elements is will not be deleted. 

Because it eliminates some special characters that are essential for feature engineering 

and distinguishing between SQL and SQLI queries, word stemming and stop word 

removal are also not carried out. As a result, text preprocessing will only convert the 

text as lowercase. 

 Firstly, the system checks that there have any duplicate rows present in dataset. 

If it has any duplicate rows present in dataset, this rows are deleted. 

 

Figure 3.3 Result of Duplicated Rows after checking 

 After that, the system checks that there has any same query but different labels. 

If it has any same query with different labels, this rows are deleted. Figure 3.4 shows 

that the output after checking the same query but different labels. 

 

Figure 3.4 Result of Same Query but Different Labels 

 The following Table 3.2 shows the outcome of the dataset after data 

preprocessing. 

Table 3.2 Output of the Dataset after Data Preprocessing 

SQL Injection 

or not 

Each of Types before 

Data Preprocessing 

 

Each of Types 

after Data 

Preprocessing 

 

SQL Injection 11382 

 

11375 

 

No SQL Injection 19537 

 

19373 

Total 30,919 30748 
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3.5 Feature Extraction  

 Feature extraction is the process of breaking down the input data into a set of 

features so that the task at hand can be carried out using this condensed representation 

rather than the original, full-size input [1]. It is a method for reducing important features 

from a big input data collection. Any extraction technique is used to extract each feature 

from datasets. A machine learning model can benefit from feature extraction when 

being trained. Any extraction technique is used to extract every phrase from datasets. It 

results in: 

▪ A Boost in training speed 

▪ An improvement in model accuracy 

▪ A reduction in risk of overfitting 

▪ A rise in model explain ability 

▪ Better data visualization 

3.5.1 Regular Expression 

 Regular Expression is a set of symbols that defines a pattern of text that must 

match in order to make a filter more specific or general. RegEx, sometimes referred to 

as regular expression, is a generalized expression that is used to match patterns with 

different character sequences [17]. A string formatted sequence of characters is defined 

by regular expressions. It uses patterns to match strings. The following Figure 3.5 

shows sample of Regular Expression. 

Pattern Description 

-- Single line comments 

/* */ Multiline comments 

‘ Single quotation 

‘’ Double quotation 

[ ] ( ) , ; Punctuations 

&& || != == Logical operator 

+ - * / Arithmetic operators 

Figure 3.5 Sample of Regular Expression 

RegEx in python is used for tokenizing each entry in both the SQL Injection 

and normal query datasets. A sequence of characters is defined a string format. Regular 
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expressions are popularly used in pattern matching. In this thesis, a regular expression 

sequence is converted into a regular expression object using the re.compile( ) method. 

 

Figure 3.6 re.compile( ) for Pattern Matching 

 In order to generate the regular expression object, certain SQL queries and SQL 

reserved words are used. findall(string) method is used to match the string with the 

result of re.compile( ). The string is scanned left-to-right, and matches are returned in 

the order found. The outcome relies on how many capturing groups there are string in 

the pattern. A list of strings matching the entire pattern if there are no groups is returned. 

A list of strings that match that group is returned if there is exactly one group. A list of 

tuples of matched strings is returned if there are numerous groups. Non-capturing 

groupings have no impact on the shape of the outcome. Table 3.3 shows the extracted 

feature of the proposed system. The sample dataset after extracting the feature is shown 

in Table 3.4. 

Table 3.3 Result of the Dataset after extracting feature 

Column Description 

query_len Query length  

num_word_query Num words query 

no_single_qts Num of single line comment 

no_double_qts Num of double line comment 

no_punctn Num of single quotation 

no_single_cmnt Num of double quotation 

no_double_cmnt Num of punctuation 

no_white_space Num of white space in a query 

no_percent Num of percentage symbols 

no_log_optr Total number of logical operator in a query 

no_arith_oprtr Total number of arithmetic operator 

no_null_val Total number of null values in a query 

no_alphabet Total number of alphabets in a query 

no_digits Total number of digits 
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len_of_chr_char_null length of chr + char + null keywords 

genuine_keywords genuine_keywords 

Table 3.4 The Sample of Feature Extraction 

 

3.6 Data Splitting 

 Data splitting is the segment of a set of data into two or more subgroups. Testing 

or evaluating the data in one part of a two-part split and training the model in the other 

are common practices. Data splitting is an essential part of data science, particularly 

when developing models from data. This technique helps to guarantee the correctness 

of data model generation and the processes, such machine learning, that employ data 

models. In a conventional two-part data split, the training data set is utilized to train and 

develop models. It is common practice to estimate different parameters or evaluate the 

effect of multiple models using training sets. The testing data set is used after the 

training. The training and test sets of data are compared to confirm that the final model 

performs as expected. 

In order to avoid overfitting, data splitting is widely utilized in machine 

learning. In that case, a machine learning model is unable to continuously fit new data 

because it fits existing training data too well. A machine learning model often divides 

the original data into three or four sets. The training set, the development set and the 

testing set are the three sets that are frequently used: 

▪ Training Set: The training set refers to the portion of data used to train the 

model. The model must observe and learn from the training set in order to 

improve any one of its parameters. 
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▪ Development Set/Validation Set: The development set is a data set of 

examples used to alter the settings for the learning process. It is also known as 

the model validation set or cross-validation set. The objective of this data set is 

to evaluate the model's accuracy which can be aided in model selection. 

▪ Testing Set: The data component tested in the final model is referred to as the 

"testing set," and it is compared with the data from the earlier sets. The testing 

set serves as an assessment of the chosen algorithm and method. 

In this system, data is split into as following:  

 

 

 

 

 

 

 

 

 

Figure 3.7 Splitting Dataset for Classification 

3.7 Methodology of the Proposed System 

 Machine Learning is the powerful for classification and regression. It has 

typically four techniques such as supervised learning, un-supervised learning, 

reinforcement and semi-supervised learning. Supervised learning uses labeled datasets, 

in order to train algorithms that effectively identify data or predict outcomes. Among 

various of supervised learning method, the proposed system detects SQL Injection or 

not by using Naïve Bayes method because it is simplest to understand when the 

technique is explained using binary or categorical input values. 

3.7.1 Naïve Bayes 

The Naive Bayes classification algorithm is appropriate for both binary and 

multiclass classification. Compared to numerical input variables, naive Bayes performs 

better in cases of categorical input variables. It is helpful for analyzing data and making 
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predictions based on past situations. Naive Bayes algorithm is a probabilistic classifier. 

It is based on probability models that make extensive assumptions about independence. 

The term "Naive Bayes classifiers" refers to a set of classification methods built on the 

Bayes theorem. 

3.7.2 Bayes Theorem 

The likelihood of an event occurring given the likelihood of an earlier event 

occurring is determined by the Bayes Theorem. The mathematical formulation of 

Bayes' theorem is given by the equation: 

𝑷(𝑯|𝑿) =
𝑷(𝑿|𝑯)𝑷(𝑯)

𝑷(𝑿)
 

Equation 3.1 

where, X=data sample 

 H=hypothesis 

 P(H|X)=posterior probability of hypothesis 

 P(H)=prior probability 

 P(X|H)=likelihood 

 P(X)=probability that sample data is observed 

3.7.3 Gaussian Naïve Bayes 

The extension of naive Bayes is called Gaussian Naïve Bayes. The central limit 

theorem makes the normal distribution (or Gaussian distribution), commonly known as 

the bell curve, extremely helpful. When there are several random variables, the states 

of the normal distribution that are averages of the random variables converge to the 

normal distribution and are normally distributed. Gaussian Naïve Bayes makes the 

assumption that every class has a Gaussian distribution. All the continuous variables 

associated with each feature distributed according to Gaussian Distribution,  

f(x) = 
𝟏

√𝟐𝝅𝝈𝟐 
𝒆
−
(𝒙−𝒙)̅̅ ̅𝟐

𝟐𝝈𝟐  

Equation 3.2 
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The Gaussian (or Normal) distribution is the simplest to deal with because it 

calculates to estimate the mean and standard deviation from given training data. Other 

functions can be used to estimate the distribution of the data. To build the Gaussian 

Naïve Bayes model, mean and standard deviation is calculated for the training data. 

3.7.2.1 Algorithm of Gaussian Naïve Bayes 

 

3.8 Chapter Summary 

 In this chapter, overview of the proposed system is presented. Moreover, the 

explanation about step-by-step of system's implementation is described. And then 

explains about the dataset and the detail of the method which are used in this system 

are described in this chapter. 
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CHAPTER 4 

IMPLEMENTATION AND EXPERIMENTAL RESULT OF THE 

PROPOSED SYSTEM 

 In this chapter, the output classification results of the system have been shown 

step by step. And then, the performance evaluation of the system is explained and result 

of the system is shown in the following figures. 

4.1 Implementation of the System 

 As soon as the system launches, the user can see its main form., as shown in 

Figure 4.1. A menu bar makes up the main form. When user clicks file menu, emerges 

start menu.  

 

Figure 4.1 Main Form of the Proposed System 

 If user clicks start menu, user can see detection of SQL Injection form as shown 

in Figure 4.2. This form corporates label, text box, button and menu bar.  
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Figure 4.2 Home Page of the System 

User must enter SQL statement in the textbox to test. And then, this system asks 

“Do you want to detect your query?” if the button is clicked. If user clicks the “OK” 

button, this system checks this query and displays the malicious or not as shown in 

Figure (4.3 and 4.4). 

 

(a)  
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(b) 

Figure 4.3 Display the result that SQL Injection Attack 

  

 

(a)  
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(b) 

Figure 4.4 Display the result that no SQL Injection 

If user clicks the “Check” button without entering the query, this system 

shows the notification for the user. 

 

Figure 4. 5 Notification of the Proposed System 
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4.2 Performance Evaluation of the System 

 The machine learning method includes performance evaluation as a crucial step. 

It is crucial to evaluate how machine learning models generalize on test data in order to 

confidently trust their predictions. 

4.2.1 Model Evaluation Metric for Classification 

 Four types of results are produced by predictions for classification problems: 

true positives, true negatives, false positives, and false negatives. Types of results are 

produced by prediction shown in Table 4.1. 

Table 4.1 Types of results are produced by prediction 

Prediction Result Explanation 

TP (True Positive) predicted SQL Injection and are actually SQL Injection 

FP (False Positive) predicted no SQL Injection and are actually SQL Injection 

TN (True Negative) predicted no SQL Injection and are actually no SQL 

Injection. 

FN (False Negative) predicted SQL Injection and are actually no SQL Injection 

 

4.2.2 Confusion Matrix 

 Confusion Matrix is a diagram that illustrates the differences between actual 

and predicted values [6]. It measures how well a machine learning classification model 

is performing. Table 4.2 shows a confusion matrix that describes how well a 

classification system performs. 

 The visualization of crucial predictive metrics, such as accuracy, precision, 

recall and f1 score, is done using confusion matrices. 
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Table 4.2 Confusion Matrix 

Accuracy: The percentage of accurate predictions for the test cases is what is meant by 

accuracy. Accuracy is the most typical evaluation parameter for classification issues. It 

is calculated as the proportion of accurate predictions to all other predictions (or input 

samples). As previously mentioned, accuracy is used to assess a model, but it is not a 

reliable predictor of model performance. 

Accuracy = 
𝐓𝐏 + 𝐓𝐍

𝐓𝐏 + 𝐅𝐏 + 𝐓𝐍 + 𝐅𝐍
 

Equation 4.1 

Precision: The proportion of positive outcomes among all positively expected 

occurrences. The denominator is the model prediction that was determined to be correct 

using the whole dataset utilized in this study. Consider determining "how much the 

model is right when it says it is right" to be the goal. The aim of precision is to quantify 

the fraction of positive predictions that were in fact accurate. The dataset utilized in this 

analysis serves as the denominator. 

Precision = 
𝐓𝐏

𝐓𝐏 + 𝐅𝐏
 

Equation 4.2 

Recall: Percentage of instances that are positive out of all instances that are actually 

positive. The actual number of positive cases in the dataset is the denominator (TP + 

FN) in this equation. Consider it as an attempt to determine "how many additional right 

ones, the model missed when it presented the right ones." Recall aims to find the 

percentage of correct positive predictions that were actually made. 

Recall = 
𝐓𝐏

𝐓𝐏 + 𝐅𝐍
 

Equation 4.3 

F1 score: also known as F-measure. The precision and recall of a test are both taken 

into account by the metric known as the F-score to generate the score. It is described as 

Predict / Actual SQLInjection(Positive) SQL(Negative) 

SQLInjection TP FN 

SQL FP TN 
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the harmonic mean of recall and precision in this post. An F-score have a maximum 

value of 1, which denotes perfect precision and recall, and a minimum value of 0, which 

occurs when either precision or recall are zero. 

F-measure = 
𝟐 ∗ 𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 ∗ 𝐑𝐞𝐜𝐚𝐥𝐥

𝐏𝐫𝐞𝐜𝐢𝐬𝐢𝐨𝐧 + 𝐑𝐞𝐜𝐚𝐥𝐥
 

Equation 4.4 

4.3 Experimental Results 

 The effective of supervised learning method as Naïve Bayes algorithm to predict 

SQL Injection Attack are used in this system. It has been discovered that the 

performance assessment of the suggested system performs well in terms of accuracy, 

precision, recall, and F1-score as evaluation metrics. This model is determined to be 

roughly 88% accurate. The classification report is displayed in Figure 4.6. 

 

Figure 4.6 Result of Naïve Bayes Classifier 

 The proposed system's precision, recall, and f1-score results as a bar chart is 

shown in Figure 4.7, 

 

Figure 4.7 Precision, Recall and F1-score of the Proposed System 
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Model accuracy and error rate of the proposed system is shown in the following 

pie chart. Accuracy is 88% and error rate is 12% in this system. 

 

Figure 4.8 Accuracy and Error Rate of the Proposed System 

The training data and testing data are constituted the majority of the dataset. The 

model is applied on 30,748 records, of which 30% (9,225) are used for testing and 70% 

(21,523) are used for model training. The confusion matrix, also known as the error 

matrix, for the suggested model is shown in Figure 4.9 below. It describes confusion 

matrix for Gaussian Naïve Bayes model. The model is tested with 4661 data in which 

5592 are TP, 204 are FP and negligible data of FP and FN. 

 

Figure 4.9 Confusion Matrix of the Proposed System 
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 As illustrated in Table 4.3, the system's outcome is summarized. This model has 

an F1 score of 91% with accuracy, precision, and recall values of 88%, 86% and 97% 

respectively. 

Tale 4. 3 Summarizing the Result of Naïve Bayes Method 

  

Precision 

 

Recall 

 

F1-score 

Naïve Bayes 

Algorithm 

 

86% 

 

97% 

 

91% 

 

4.3 Chapter Summary 

 In this chapter, implementation of the proposed system is explained step-by-

step. And then, the performance evaluation of the system is presented as detailed. 

Moreover, the experimental result of the proposed system is described as bar chart, pie 

chart and confusion matrix. 
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CHAPTER 5 

CONCLUSION AND FURTHER EXTENSION 

 With so much data passing over the web every day, it is still crucial to identify 

SQL injection attacks that seriously compromise the security of any web-based 

application running on a server connected to the Internet or a cloud. Currently, one of 

the most common ways to attack a system's database is through a SQL injection attack. 

While many attack types come and go over time, SQL injection is a method that persists 

It keeps coming back to harm the security of websites from distinct viewpoints. 

 A web application could suffer serious issues if it was the target of a SQL 

injection attack [20]. It is imperative to come up with a feasible solution to this issue. 

For identifying and fixing this problem, researchers have developed a number of 

techniques. There is no method that can resist every kind of SQL injection attack. SQL 

Injection attacks continue to be a major source of concern for cyber security experts. 

Systems for detecting SQL Injection must be able to tell between new, entirely 

unknown attacks.  

It takes on so many different forms that traditional defenses find it difficult to 

keep up. It can only be effectively managed by a defense mechanism that exist 

currently. The suggested system's model makes the use of such a machine learning 

method to enable future detection of new types of SQLI Attack attempts. It will be able 

to recognize any website from SQL injection attacks. By adding more datasets with 

SQL statements that will not threaten the website's security, this technology enhances 

the model. By include these kinds of datasets, the system will be able to train the model 

more successfully and reduce the model's false positive rate This will assist in raising 

the model's effectiveness. 

In this proposed system, a Nave Bayes-based machine learning algorithm is 

used to recognize SQL injection attacks. This system uses a classifier to identify 

fraudulent queries. The Naïve Bayes Classifier is one of the most simple and effective 

classification algorithms available today. It aids in the development of quick machine 

learning models capable of making accurate predictions. A classification method is 

utilized to classify the SQL Injection or normal query. The proposed classifier classifies 

the test set with 88% accuracy. The suggested approach can be improved to detect 

various types of SQL injection attacks by appropriately extracting features. This is a 

huge aid in stopping a SQLI attack for a security officer or security analyst. 
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5.1 Further Extensions and Limitations of the System 

 This proposed system could be improved upon in terms of usability and 

effectiveness for future work. Static code analysis and web application firewalls, as 

well as the machine learning technique to identifying SQL Injections, may be utilized 

in conjunction with one another. Better feature extraction can also progress the machine 

learning model. In this system, features for the machine learning model are produced 

using regular expression. For feature extraction and more efficient model training, 

alternative methods can be applied.  
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