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Abstract 

 
The role of audio in the context of multimedia 

applications involving video is becoming increasingly 

important. In this paper, an approach to automatic 

segmentation and classification of audiovisual data 

based on audio content analysis is proposed. 

Specifically, an audio classification scheme is 

developed to partition the sound-track of a video into 

homogeneous audio segments such as speech, music 

and speech with music background signal. Audio 

features which are extracted from both time and 

frequency domain are employed to ensure the 

feasibility in scene change detection. A hierarchical 
classification approach is applied for fast 

segmentation and detection. A Support Vector 

Machine (SVM) is firstly used to detect scene with 

music. Then Gaussian Mixture Model (GMM) is 

adopted to classify the rest scenes into either scene 

containing speech only or scene consisting of speech 

with music background. The experiments on real 

documentary videos show that proposed approach 

provides satisfactory detection rates. 

 

1. Introduction 
The task of automatic segmentation, indexing, 

and retrieval of audiovisual data has important 

applications in professional media production, 
audiovisual archive management, education, 

entertainment, surveillance, and so on. For example, 

a vast amount of audiovisual material has been 

archived in television and film database. If these data 

can be properly segmented and indexed, it will 

facilitate the retrieval of desired video segments for 

the editing of a documentary or an advertisement 

video clip. To give another example, in audiovisual 

libraries or family entertainment applications, it will 

be convenient to users if they are able to retrieve and 

watch video segments of their interests. As the 
volume of the available material becomes huge, 

manual segmentation and indexing is impossible. 

Automatic segmentation and indexing through 

computer processing based on video content analysis 

is clearly the trend. Acceptable results have been 

obtained with classification schemes, hidden Markov 

models (HMMs) in [1], zero crossing rate (ZCR) in 
[2], fixed thresholds [3, 4] and maximum-likelihood 

and entopic prior HMM in [5].  

Recent works on audio classification have shown 

that hierarchical classification has better performance 

than a single binary classifier for different classes of 

audio. Therefore, in this paper, SVM and GMM 

classifiers are used serially to classify scenes into 

speech, music and speech with music background 

scenes. First, the sound track of documentary videos 

is supplied into system as input. The features are 

calculated from the input audio data. The feature sets 
are fed into the SVM classifier which classifies 

speech and pure music. The output speech segments 

of SVM classifier are again fed into the GMM 

classifier which classifies speech and speech with 

music. 

  

2. Background 

 
2.1. Feature extraction 

As the first step, audio features are extracted 

from audio files. To be an efficient system, features 
are extracted from time domain as well as from 

frequency domain. In feature extraction process of 

this system, the features such as short-time energy 

(STE), zero-crossing rate (ZCR), high zero-crossing 

rate ratio (HZCRR), low short-time energy ratio 

(LSTER), spectral flux(SFLUX) and a time-

complexity measure (sample entropy) are employed.  
Given the audio track (with sampling frequency 

of 22kHz) of documentary videos, it is uniformly 

segmented into non-overlapping 1s clips, and then 9 

features are extracted to represent each clip, which 
are chosen based on their effectiveness in 
capturing both temporal and spectral structures 
of different audio classes. For every 20ms audio 
frame which advances for every 10 ms, each 
feature is calculated.  In the following sub-
sections, the details of the features extraction process 

are described. 
 

 2.1.1. Short-time energy 

STE provides a convenient representation of 
the signal’s amplitude evolutions over time. The 
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short time energy function of an audio signal is 

defined as  

          2
1
  mnwmx

N
En

        (1) 

where x(m) is discrete time audio signal; n is time 
index of the short-time energy; w(m) is window of 

length N. Mean, Variance of short-time energy then 

can be calculated. Figure 1(a), 1(b) and 1(c) show the 

plots of short time energy calculated over a speech 

signal, a music excerpt and a speech with music 

background of 3s long. 
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Fig 1. Short time energy of 3s (a) speech  

(b) music and (c) speech with music background 

 

 

2.1.2 Low short time energy ratio   

 LSTER can be defined as the ratio of the 

number of frames whose STE values may be less 

than 0.5 times of the average STE, to the total 
number of frames. 
 

2.1.3 Short-time zero-crossing rate 

The short-time zero crossing rate is defined as:  
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Mean and variance of short-time zero-crossing rate 

then can be calculated. Figure 2 shows the examples 
of zero crossing rates calculated over speech, music 

and speech with music background signals which 

have been used for calculation of short-time energy.  

 

2.1.4. High zero crossing ratio 

HZCRR can be defined as the ratio of the 

number of frames whose ZCR may be around 1.5 

fold average ZCR rate, to the total number of frames 
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Fig 2. Zero crossing rate of 3s (a) speech (b) music 

and (c) speech with music background 

 

2.1.5. Spectrum flux 

Spectrum flux is defined as the average variance 

value of spectrum between the adjacent two frames in 

a window. 
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where A(n,k) is the discrete Fourier transform of the 

nth frame of input signal 
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x(m) is the original audio data, L is the window 

length, K is the order of DFT, N is the total number 

of frames,  is the very small value to avoid 
calculation overflow . Figure 3 demonstrates the 

examples of spectrum flux computed for previously 

used three audio signals. 

 
2.1.6. Sample entropy 

Sample entropy is a measure of regularity that 

can be applied to the typically short and noisy time 

series of clinical data. This method examines times 

series for similar epochs: more frequent and more 

similar epochs lead to lower value of sample entropy. 

SampEn (m,r,N) is precisely the negative natural 

logarithm of the CP (conditional probability) that a 
dataset of length N, having repeated itself within a 

tolerance r for m points, will also repeat itself for m  

1 points, without allowing self-matches. The 

parameter r is that it is commonly expressed as a 

fraction of the SD of the data. Figure 4(a) shows an 

example of sample entropy sequence for a pure 

speech signal. In Figure 4(b), the plot of sample 

entropy for music signal and the sample entropy 

sequence calculated over speech with music signal is 

shown in Figure 4(c). As expected, the regularity is 

highest in music signal which has more repeated 
patterns while speech with music signal has less 

regularity than pure music and speech has more ups 

and downs as it contain less repeated patterns. 
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Fig 3. Spectrum flux of 3s (a) speech  

(b) music (c) speech with music background 

 

2.2. Classifiers 

 
This video scene detection system uses two 

classifiers: support vector machine and Gaussian 

mixture model in hierarchical approach. The 

following sub-sections describe brief introduction on 

these classifier.  
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Fig 4. Sample Entropy of 3s (a) speech (b) music 

and (c) speech with music background 

 

2.2.1. Support vector machine   

SVM (Support Vector Machine) is a useful 

technique for data classification. A classification task 

usually involves with training and testing of some 

data instances. Each instance in the training set 

contains one “target value” (class labels) and several 

“attributes” (features).  The goal of SVM is to 

produce a model which predicts target value of data 

instances in the testing set which are given only the 

attributes. Given a training set of instance-label pairs 

 ii yx , , i=1,………,l where xi  Rn and y  {1,-

1}l, the support vector machines require the solution 

of the following optimization problem:  
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2
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              0 i
 

 Training vectors xi are mapped into a higher 

dimensional space by the function . Then SVM 
finds a linear separating hyper plane with the 

maximal margin in this higher dimensional space, 

c0 is the penalty parameter of the error term. 

Furthermore, K  ii yx ,  = (xi)T(xi) is called the 

kernel function. There are some basic kernel 

functions such as linear, polynomial, radial and 

sigmoid. In this paper, Radial Basic Kernel function 

is used for discriminating music from non-music 

signal.  In literature, SVM has been used as an 

efficient classifier in applications of text 

classifications [6] and large scale biological 

applications [7, 8]. 

 

2.2.2. Gaussian mixture model 

 

Gaussian mixture model has been successfully 

applied in numerous applications. Some example 

applications include language identification [9] and 

blind separation [10]. In GMM, each Gaussian 

component is defined as 
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Free parameters of the Gaussian mixture model 

consist of the means and covariance matrices of the 

Gaussian components and the weights indicating the 

contribution of each Gaussian to the approximation 

of    P(X | Cj). These parameters are tuned using a 

complex iterative procedure called the estimate-

maximize (EM) algorithm, that aims at maximizing 

the likelihood of the training set generated by the 

estimated PDF. The likelihood function L for each 
class j can be defined as:     

)6()|(0  ji

N

if CXPL train      

 

3. Proposed method 

 
The main components of video scene analysis 

using audio information are illustrated in the Figure 

5. Firstly, the videos are converted into audio wave 

files to put into the system as input. Each audio file is 

segmented into 1s audio clip without overlapping. 
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Then 9 features are extracted to represent the clip. 

After extracting the features from audio file, they are 

put into the SVM and GMM classifiers. Nine 

features: mean and variance of ZCR, HZCRR, mean 

and variance of STE, LSTER, SFLUX and mean and 

variance of SampEn are used to train the classifiers. 
The different feature vectors are used to train SVM 

and GMM. To discriminate music from speech 

signal, 9-mensional feature vector is needed. In 

classifying speech signal from speech with music 

background, only two features are utilized from time 

series regularity: mean and variance of sample 

entropy. The SVM classifier separates the input data 

into speech and music by using trained SVMStruct. 

Speech is further separated into speech and speech 

with music background by using the GMM classifier. 

At the final stage of the method, the outputs from two 

classifiers are integrated into three label results.  
 

 

 

 

 

 

 

 

 

 

 

 

 

                                                           

 
                                      

 

 

 

 

 

 

 
             

Fig 5. Proposed System 

 

4. Experimental Study 
 

4.1. Data 
In this paper, the videos downloaded from 

http://www.cctv.com are used as experimental data. 

All video clips are documentary types. The training 

data for SVM classifier includes in length of 247s of 

speech, 888s of music, 49s of mixed audio type 

(speech with music background) extracted from 3 

video episodes and music CDs. The training data for 

GMM classifier contains 648s of pure speech and 

498s of speech with music background. This training 

data is collected from video clips trained for SVM 
classifier and speech from various sources. There is 

no overlapping between testing data and training of 

this experimental study. 

 In the testing phase, for every 1s clip, it is fed 

into SVM classifier to determine it is a music clip or 

speech clip. Clips identified as music types are then 

eliminated from the test sequence. The clips which 

are labeled as speech are again fed into GMM 

classifier. The task of GMM classifier is to 

discriminate speech and speech with music 

background clips. The proposed algorithm is also 

tested with videos from CCTV channel. Three video 
episodes from series “Tibet Serf” are used as test 

data. Here, these episodes are named as Tibet Serf 1, 

Tibet Serf 2 and Tibet Serf 3. Labels for each 1s clip 

of the tested videos are given manually. Tibet Serf 1 

video includes 72s of speech, 54s of music and 124 

of speech with music background. In Tibet Serf 2, 6s 

of music and 73s of speech with music are contained. 

Tibet Serf 3 video is composed of 40s of music and 

86s of speech with music. Environmental sounds 

which are not included in training stage are labeled as 

music clips. 

 

4.2. Performance 

 
The performance of the proposed approach is 

measured with classification accuracy measured for 

each sound class. The ratio of correctly and 

incorrectly classified 1s clips over total 1s clips 

contained in each class is defined as true class and 

false class as given Table 1.  

 

Table 1: Performance criteria information 

 
Sound 

Type 

Speech Music Speech with 

Music 

Speech 

 

Trspeech Spasmusic Spasspmusic 

Music 

 

Muasspeech Trmusic Muasspmusic 

Speech 

With  

Music 

Spmuaspeech Spmuasmusic Trspmusic 

 

Table 2 to Table 4 show the detected scene 

results for the tested 3 videos described above.  .   

 

 

speech 

features 

videos 

audio 

Speech and Music 
 SVM  

classifier 

Speech and Speech with Music  

GMM  

classifier 

Speech Speech with Music  Music 

http://www.cctv.com/
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Table 2: Detection Result for Tibet Serf 1 

 

Scene Speech Music Speech w/ 

Music 

Speech 37.5% 13.89% 48.61% 

Music 10.71% 75% 14.29% 

Speech w/ 

Music 
28.23% 17.74% 54.03% 

 
Table 3: Detection Result for Tibet Serf 2 

 

Scene Speech Music Speech w/ 

Music 

Speech - - - 

Music 16.67% 50% 33.33% 

Speech w/ 

Music 

24.66% 13.70% 61.64% 

 

Table 4: Detection Result for Tibet Serf 3 

 

Scene Speech Music Speech w/ 

Music 

Speech - -         - 

Music 20% 65% 15% 

Speech w/ 

Music 

36% 8.14% 55.81% 

 

From these tables, it is observed that the method 

obtains the highest accuracy for music class. The 

relatively low accuracy is found for speech and 

speech with music background. This is due to 

insufficiency of training data with extracted feature 

dimension and labeling of environmental sound into 
music class. The proposed method detects speech 

class as speech with music class and speech with 

music scene as speech scene since these two classes 

are very close to each other. However, the false 

detection rate for pure speech as pure music and pure 

music as pure speech is found to be as low as 

10.71%.  Better classification performance can be 

achieved by testing with videos containing pure audio 

clips and audio with less noisy audio background. 

 

5. Conclusion 
 

        Video scene detection such as speech, music and 

speech with music are performed on the audio signal 

nature in this paper. Two types of classifiers, SVM 

and GMM are hierarchically used. Different feature 

sets are fed into SVM and GMM. Through initial 

investigation of this study, it is found that the SVM is 
not suitable for classification of complex audio types. 

GMM is observed to be more robust for complex 

audio types such as speech with music signal. The 

proposed approach is tested with documentary video 

sequences containing three main audio classes 

(speech, music, speech with music background) with 

different durations. The results show that this method 

offers acceptable detection accuracy. Specifically, the 

method is favorable to video consisting of pure music 

and speech with music background scenes.  
. 
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