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Abstract

Seganalysis, the method to detect
steganographically embedded hidden messages in
digital data, has received an increasing interest in
recent years. Although significant research efforts have
been devoted to develop steganalysis techniques for
gtill-images, video steganalysis remains largely an
explored area. This paper proposes a video steganalysis
method to detect the presence of hidden messages.
Features are extracted from the histograms of the
wavelet subbands and the statistical moment of the
wavelet characteristic  functions  Co-Occurrences,
water-filling features. K-Nearest Neighbor (K-NN) is
utilized as the classifier.

Keywords- steganalysis, histogram characteristic
function, statistical moment, exponential entropy, K-NN

1. Introduction

object is a steganogram or not. In active stegaimthe

goal is to estimate the secret message itselfmastig

the hidden message means finding the length otitota

of the hidden message or the parameters useddte@ae
steganogram (embedding method). Extensive research
is done on image and audio steganalysis, but nahmu

is done on video steganalysis.

Steganalysis also attempts to discover more
information of the image and hidden message such as
the type of embedding algorithm, the length of the
message, the content of the message or the sexyret k
used. A less theoretical and more practical
categorization of Steganalysis is of the following
i) Targeted Steganalysis: In the case of a known
algorithm, an attack that works for that specific
algorithm is called Targeted Steganalysis.

i) Blind Steganalysis: Steganalysis attacks ttat be

appropriate on all steganographic algorithms aleda
blind Steganalysis.

iii) Semi Blind Steganalysis: Steganalysis attattiest

r af@dn apply on a selected set of steganographicitigw

St h d st lysi lik
eganographly and steganalysis are fike speaf are called semi-blind attacks.

shield. Steganography aims to hide the existendbeo

d st lysis tries to defeat it. Wia . . . .
Messages and stegana ysis tries fo ceteat| ey ;@e rest of this paper is organized as followsSéation

2, some existing Steganalysis methods are explained

t hic algorith t lysts try t . . .
steganographic algorithms, steganalysts try totiétie Section 3, the proposed Steganalysis method is

artifacts which are made by the embedding prodess. ; : . : : .
very difficult to determine whether there are theden explgmed in detail. The final conclusions are dvaw
messages or not without the cover media. “$ect|on S

steganalysis one needs to determine whether then giv

object has data embedded in it or not. 2. Exiting Steganalysis M ethods
There are two main categories in current

steganalysis: specific or universal. Since the ifipec In image steganalysis, as one of well-known
steganalysis aims to the targeted steganographi@tectors, Histogram Characteristic Function Ce@ter
algorithm, its weaknesses can be extracted with thgass (HCFCOM) was once successful in detecting
specific strategy and the high detection accuracylie ngjse-adding steganography [8]. Another well-known
achieved [9], [11]. In the universal steganalyst® method is to construct the high-order moment stadils
feature should be modified and classified aftefodel in the multi-scale decomposition using watvele
embedding the message regardless of thfe transform and then apply learning classifiertie
steganographic algorithms [6], [10]. Its performanc high order feature set [5]. Fridrich et al. present
depends on the efficiency of the feature. The morgethod to estimate the cover-image histogram froen t
diﬁerent the feature iS after message embeddihg, tstego_image [7] Another new feature-based Steg_
better it is for the detection. analytic method for JPEG images was proposed where
Even though the universal steganalysis does n@ie features are calculated as an Llnorm of the
perform better than the specific steganalysis ftbe gifference between a specific macroscopic functiona
viewpoint of the detection accuracy, the universatgiculated from the stego-image and the same
steganalysis scheme is the more practical solutiqiinctional obtained from a decompressed, cropped, a
because it can detect the altered images which af€compressed stego-image. Shi .et al. [1] propased
hidden by the new embedding algorithm. Markov process based approach to effectively aittack
Steganalysis can be active or passive [2]. In passi JpEG steganography, which have remarkably better
steganalysis the goal is to determine whether @ngiv performance than general purpose feature sets.dBase



on the Markov approach, Liu et al. [12] expandeel thmodeled by Laplacian distribution. The Laplacian
approach to the inter-bands of the DCT domaingistribution is defined as
combined the expanded Markov features and the

polynomial fitting of the histogram of the DCT . _z _

coefficients, and successfully improved the stelysia £ () 2 '.EXP{ a_lx_lj’ 1) ]

performance in multiple JPEG images. where o is statistical parameter of the Laplacian
distribution. Once, the probability distributionnittion

3. Proposed System (pdf) is determined, we can obtain the valie which

has area of K on the pdf as follows.

The proposed system is a Universal steganalysis
method which uses a blind classifier.

*a
J‘ E} exp(—ax) dx =K. (2)
Video stream L=

Since the histogram of the cover image is diffefemn
. the histogram of stego image, the valueof the stego
{ Framing ' image and the cover image is also different. F@g th
reason, the value can be a feature to detect Hswepce
of hidden messages. To obtain, we have

A 4

Feature . log {1 — 2K)
Extraction X == (3)
A 4 Thea is presented in the form of varianzé
Ranking ,
VAR[X] =— =0 (4)
ol
Then,x can be calculated as
alogll — 2K)
= (5)
V2

In this paper, 3-level wavelet decomposition is
performed using the Haar wavelet basis. We extraet
feature from 9 high frequency subbands, respegtivel
Second feature set is the statistical moments oklea
i%haracteristic functions.

Stego Original
Fig.1. Propose architecture

The proposed system architecture is shown
Fig.1.Firstly visual feature is extracted from \adfle
for feature calculation and each clip is dividedoin
frames. Features are analyzed and extracted by usin

visual features histogram moments, wavelet moments, !t 1S well-known that an image’s histogram is
Co-Occurrences, water-filing features. In the seco €5Sentially the probability mass function (pmf) thé

stage, features are eliminated by ranking algorithen 'Mage (only differing by a scalar). Multiplying éac
aims are to select a subset of the original featofea COMPONent of the pmf by a correspondingly shifted u
dataset which are rich in the most useful infororati MPulSe results in the probability density functigf).
The benefits include improved data visualizationQPViously, in the context of discrete Fourier trfans
transparency, a reduction in training and utilizati (OFT), the unit impulses can be ignored, implyihatt
times. Finally, these features are classified fiags We can treat pmf and pdf exchangeable. Thus, tiie pd
video or original video by k-NN classifier. Clagsif Ccan be thought as the normalized version of a
accuracy can be increased as a result of featulpéstogram. One interpretation of charaqtenstlcctwn
selection, through the removal of misleading feegur ~ (CF) iS that the CF is simply the Fourier transfoofn
The framework of blind steganalysis for videoth® Pdf (with a reversalin the sign of the expdpen

stream in this work has several modules. The patter ©OWing to the decorrelation capability of discrete
classifier should be able to discriminate betwestego Wavelet transform (DWT), the coefficients of ditet
and a cover video based on the input to the clagsif subbands at the same level are kind of indepertdent

which is the estimate of the message in each fraime. each other. Therefore, the features generated from

first feature set is extracted by histogram chaifgéne different wavelet subbands at the same level are &f

wavelet subbands after data embedding. Let us assuffjdépendent to each other. This property is delsirtat

that the histogram of wavelet coefficients can b&€ganalysis. o
The propose to use the statistical moments of the

3.1 M oments of characteristic function



CFs of both a test image and its wavelet subbands &nking index belongs to exponential entropy.

features for steganalysis, which are defined devis, Let § 4 be the similarity between two instanceg X
and X, and let N be the number of samples on which
g /) the feature ranking index is computed. The feature
M, = Z ia IH{ﬂ-]IIZ |H{_fj-]| (6) ranking index is defined as:
i=1 i=1

r

where H £) is the CF component at frequengd) (N is L. .

the total number of points in the horizontal axitte ¥ = Z[S.ﬂ.qx e 4 (1= 5,,5) % &'P4]
histogram. Note that we have purposely excluded the #=t4=1

zero frequency component of the CF, i.e., fi},(from )

calculating the moments because it represents thely Where $q takes value in [0.0-1.0] [1]. When,$—

summation of all components in the discrete higtogr 0(1), H decreases. Howeve[,,an 0.5, H increase;. .In .
For an image, it is the total number of pixels. Ror other words, the index decreases as the similarity

wavelet subband, it is the total number of thddissimilarity) between two patterns belonging e t
coefficients in the subband. In either case, itsdoet Same cluster (different cluster) in the featurecspa
change during the data hiding process. As showavpel NCréases. This is appropriate to character theteing

its exclusion can enhance moments’ sensitivity dtad performa_nce of the selected feature set. ,
hiding. For ranking of features we can use H in the follayvi

way. Each feature is removed in turn and H is
calculated. If the removal of a feature resultsthe
minimum H, the feature is the least relevant; ai@ v
versa. The minimum H indicates the removed feature
has the least effect on the distribution of sanipléhe
data set, so it has least influence on the cluBtarthe

Denote histogram by:(x).which is the inverse
Fourier transform (in the above-mentioned senséhef
CF, H (f).The following formula can be derived
straightforwardly.

qn = data set with large number of data points, we use a
|(d ~h(x) II=D] = ‘{—j?nj“J‘ f“H{f]df‘ scalable method that is based on random samplipg [3
* i It should be noted that for H measure working vited
Ez{zﬂﬂj‘ FEIHG dF C|ll:l}SjeI’ structure needs to be retained and shoeld b
0 largely independent of the number of data pointee T

ranking process is named as RANK.

This is to say that the magnitude of the n-th
derivative of the histogram at x=0 is upper bountgd 35, K-NN classifier
the n-th moments of the CF multiplied by a scalar
quantity (simply stated below as “upper boundedhay The design of classifier is another key element in
n-th moments of the CF”). Using Fourier translatiorsteganalysis. In this work, thk-nearestneighbors’
property, it can be shown that this upper boundl$®  aigorithm -NN) is a method for classifying objects.
valid for x = 0 .The moments defined in Equation (6)More sophisticated approach, k-nearest neighbor (k-

are non-increasing after data hiding. NN) classification, finds a group of k objects inet
. ' training set that are closest to the test objedd, lzases
3.3.  TheWater-Filling Algorithm the assignment of a label on the predominance of a

particular class in this neighborhood. There ameeh

These propose an algorithm to extract features frokey elements of this approach: a set of labeledab)j
the edge map directly without edge linking or shape.g., a set of stored records, a distance or sityila
representation. The idea is to look for measureshfi®e metric to compute distance between objects, and the
edge length and edge structure and complexity by \alue of k, the number of nearest neighbors. Tesiia
very efficient graph traverse algorithm. As wafils  an unlabeled object, the distance of this objecth®
the canals (edges), various information are exrhct labeled objects is computed, its k-nearest neighbos
which are stored as the feature primitives. Featulidentified, and the class labels of these nearest
vectors can then be constructed based on thesgdeatneighbors are then used to determine the class ddbe
primitives. The time complexity of this algorithns i the object.

linear, proportional to the number of edge pointshie Figure 2 provides a high-level summary of the

image. nearest-neighbor classification method. Given iaitrg
set D and a test objeat=(x'y) the algorithm

3.4, Featureranking computes the distance (or similarity) betweesnd all

the tranining object(x, y& D to determine its nearest-

We first rank the features according to theim€ighbor list, . (x is the data of a training object,
importance on clustering. Feature ranking is effici While y is its class. Likewises' is the data of the test
since it requires only the computation of n scaed object and yis its class.).Once the nearest-neighbor list
sorting the scores. Statistically, it is robust inga IS obtained, the test object is classified basedthen
overfitting because it introduces bias but it mawd Mmajority class of its nearest-neighbors:
considerably less variance [4].Here, the designed

(s



o Ity = q [5] Farid, H, S. “Lyu How Realistic is Photorealisti IEEE
¥ =argmax (v =) ) Trans. on Signal Processing, 2005, 53(2): 845-850.
lepyelele

[6] Farid, H, S. Lyu, S. Member, and Steganalyssng
wherev is a class labely; is the class label for thiéh  higher order image statistics,” IEEE Transactions o
nearest-neighbors, and) is an indicator function that Information Forensics and Security, vol. 1, pp.-iii9, 2006.

returns the value 1 if its argument is true and /1 Fridrich, J, D. Hogeam, M. Goljan, "Steganalysif JPEG
otherwise. Images:Breaking the F5 Algorithm”, Proc. &t 8nformation

Hiding Workshop, 2002, pp. 310-323.

[8] Harmsen ,J. J and W.A. Pearlman, “Steganalysfis
Input: D, the set ofk training objects and test object Additive Noise Modelable Information Hiding”, Promf
z=(x.,¥) SPIE Electronic Imaging, Security, Steganographpd a
Process: Watermarking of Multimedia Contents V. 5020, 2008,31-
Compute d(x',x), the distance betweemand every 142
object, (x, yE D.

. . 9] H , B. Li, J. and Y. Q. Shi,” St lysi
SelectD, £ I, the set of closest training objects o [9] Huang ! an Q. Sh gganalysis yaiss

Trans. Info. For. Sec ., vol . 4, no. 3, pp. 3622,3809.

.Output:
y = argmax Ity = %) [10] Lou, D.-C,C.-L. Lin, and C.-L. Liu, “Universal
(e e, i steganalysis scheme using support vector machidgsjtal
(g ile Engineering ,vol. 46, no. 11, p. 117002, 2007.
Fig.2. The k-nearest neighbor classification aldoni [11] Mahdavi, M. S. Samavi, V. Sabetiand S. Sthijran
“Seganalysis and payload estimation of embedding in pixel
differences using neural networks,” Pattern Recogn., vol. 43,

) ) [12] Ribeiro, B, A. Sung, Q. Liu, R. Ferreira, “Stegyysis of
This paper proposed a general blind steganalysigulti-class JPEG Images based on Expanded Markov
system for video sequences. The features fda¥eatures and Polynomial Fitting”, 21 Proc. International
steganalysis are extracted from the histogramshef t Joint Conf. Neural Networks, in press
wavelet subbands and the statistical moment of the
wavelet characteristic functions. After ranking the
process will reduce the redundant features to Usefu
feature. These features are classified by K-NN
classifier. K-NN classification is an easy to ursiend
and easy to implement classification technique.
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