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Abstract 

Cloud computing is an interested and big 

developing computing technology that maintain data 

servers and service huge applications to provide end 

users in many different organization. Although cloud 

computing gives many benefits of service, but it can 

hardly accurate the requirements of end users in 

humans’ daily lives. A new computing paradigm 

called Fog Computing which is an emerging as a 

necessary and popular computing paradigm to 

perform Internet of Things (IoT). Fog computing is a 

middle layer of cloud and IoT. When fog computing 

is insufficient for the resource requirements of IoT, 

cloud computing can assist fog computing to get a 

handle of intensive applications. The IoT applications 

could choose fog or cloud computing nodes for 

responding to the resource requirements. Scheduling 

and load balancing algorithms are necessary for 

efficient and effective utilization of resources. This 

paper presents the survey of scheduling and load 

balancing algorithms in cloud and fog computing 

environment by using swarm-based optimization 

techniques. 

 Keywords: Fog Computing, Resource Scheduling, 

Load balancing, Swarm Intelligence, Particle swarm 

optimization (PSO), Ant Colony Optimization (ACO), 

Artificial Bee Colony Optimization (ABC). 

1. Introduction 

In recent years, the Internet of Things (IoT) 

become very popular in both industry and academia 

as a beneficial technology in the daily lives of people. 

The data extracted from the smart sensors are often 

transmitted to the cloud data centres and the 

applications are generally executed by the processors 

in the data centres [1]. Cloud computing offers many 

businesses number of benefits such as minimized 

cost, reduced time, reduced energy, increased 

storage, scalability and flexibility. Cloud computing 

can be efficient in provisioning computation and 

storage resources but it cannot be handle ever 

increasing amount of resource requirement of IoT, 

thus fog computing is extended at the edge of 

network of cloud computing to perform the resource 

requirements of IoT. The main characteristics of fog 

computing is to support applications that demand low 

latency, location awareness, distributed geographical 

distribution, support for mobility, real time 

interaction, scalability, heterogeneity and 

interoperability [2]. Although fog computing has 

many advantages, it also faces enormous challenges. 

Resource allocation and task scheduling are one of 

the key challenges in running IoT applications in a 

fog computing [3].  

This paper is a survey on different resource 

scheduling and load balancing algorithms for various 

optimization problems in cloud and fog computing 

environments. This paper figures out achievements 

and limitations of scheduling and load balancing 

processes for improving performance in cloud and 

fog computing. This paper contains many issues and 

challenges of different resources in cloud-fog 

computing environments. The purpose of this paper 

is to convey the ideas and knowledge of many 

researchers on different topics.  

An arranged collection of interacting creatures 

into a system is the description of swarm intelligence. 

Computational study of swarm intelligence includes 

fish in schools and birds in flocks, wasps, ants, bees 

and termites. Swarm intelligence is an artificial 

intelligence discipline. From the behaviour of the 

individuals in a swarm become the global behaviour. 

The interaction among individuals plays an essential 

part in appearing the swarm’s behaviour. 

Optimization techniques can be classified into many 

ways based on its algorithms, which can be classified 

as standard optimization, heuristics and meta-

heuristic. These techniques perform a major part due 

to changeability of their nature. Swarm-based 

optimization technique which can overcome the 

resource utilization or optimization problems. 

Most widely used Swarm Based Algorithm for 

scheduling and load balancing are:  

1)  Ant Colony Optimization (ACO) 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2)  Particle Swarm Optimization (PSO)   

3)  Artificial Bee Colony Optimization (ABC) 

This paper includes five parts and the 

reminders are as follow. Section 2 studies related to 

scheduling and load balancing. Section 3 provides 

overview of resource scheduling and load balancing 

in cloud-fog computing. Section 4 gives swarm-based 

optimization algorithms. In ending, conclusion is 

drawn.  

2. Related Works 

In reference [5], the proposed algorithm is 

used for resource provisioning in fog computing by 

using virtualization technique. ERA algorithm has 

completed bandwidth utilization, transfer cost and 

overall response time in fog computing environment. 

This paper can be drawn-out towards run time on 

request resource allocation during the user can not 

satisfy this algorithm for their resource requirements 

to execute. 

In reference [6], the proposed algorithm has 

increased throughput and network utilization, fulfils 

real tasks within deadline, and maintain data 

consistency with less complexity to face the current-

day requests of end users. This paper was not able to 

support QoS and security. 

S Rasheed, et al. [7] proposed Max-Min 

scheduling algorithm with advanced service broker 

policy for allocation of resource on VMs. To manage 

energy distributions among consumers, smart grids 

(SGs) model was used in cloud-fog environment. 

Terminal layer consists clusters of buildings which 

each has 500 flats which each has a smart meter. This 

algorithm has outperformed cost, processing time and 

response time than Round-Robin algorithm. 

In reference [8], the proposed algorithm was 

able to outperform the distribution of load in a more 

successful way than Delay-Driven Load Distribution 

in fog computing. This paper needed to evaluate disk 

I/O operations. 

In reference [9], the proposed algorithm was 

significant in fog computing emerging paradigm to 

minimize the total response time and especially 

minimize the total cost. 

3. Overview of Scheduling and Load 

Balancing in Cloud-Fog Computing 

In cloud computing, resource scheduling and 

load balancing are an important part for both 

providers and users. Cloud computing is a useful and 

beneficial technology in many different 

organizations. Many cloud providers use scheduling 

and load balancing techniques to predict the 

performance of hardware and software and to give 

the best services to the end users. For end users 

especially business people, they do not spend their 

money and time in discouraging places. So, 

scheduling and load balancing techniques can give 

their resource requirements on time. Cloud 

computing can be efficient in provisioning 

computation and storage resources but it cannot be 

handle ever increasing amount of resource 

requirement of IoT. It needs to schedule resource and 

load balance of cloud resources. 

Fog computing is the edge of the network and 

closes to IoT as presented in Figure 1. It services the 

networking services, storage and operation of 

computing between cloud data center and end devices 

(end users). The main key of fog computing is to 

utilize various requests of end users at the edge of 

network to reduce latency and processing cost. Fog 

computing can solve immediately some demands of 

consumers by itself without sending it to cloud 

computing, so for the customer side, the users are not 

going to waste many time on their requirements. 

However, fog computing depends on cloud 

computing to perform complex problems. But, the 

fog computing also needs to find the way for the 

huge number of users’ requirements day by day. It 

needs to solve the requirements with balance, SLA 

and QoS-aware. So, the load balancing and resource 

scheduling are major role in fog computing. Fog 

computing has tremendous benefits such as minimize 

latency, bandwidth, reliability, move data to the best 

place for processing, minimize cost of using high 

computing power.  

 

Figure 1: Fog computing architecture 
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3.1. Resource Scheduling 

In cloud computing, to get the economic 

benefits, resource scheduling is the main objective. 

Resource scheduling is essential to cloud computing 

to increase the performance of the whole system and 

enhance the degree of customer contentment. The 

fact of the user does not need to increase on software 

and hardware system is the power of resource 

scheduling. The goal of scheduling is to optimize one 

or more objectives by mapping tasks to appropriate 

resources. There are types of resource scheduling in 

Figure 2. There are some of the provider-required and 

customer-required optimization benchmark while 

scheduling tasks in fog or cloud computing [4]. 

Provider-desired optimization principle are 

maximizing resource utilization, throughput, priority 

constraint, dependency constraint, deadline constraint 

and budget constraint. Customer-desired optimization 

principle are minimizing of make span, economic 

cost, minimization of flowtime, tardiness, waiting 

time, turnaround time and fairness.  

 

Figure 2: Types of Resource Scheduling 

3.2. Load Balancing 

Load balancing is focused on keeping the 

available resource equally busy and avoid overload of 

one machine with many tasks. Load balancing is very 

useful for cloud service provider to assign 

applications requests to various nodes of cloud or fog 

computing. The nature of load balancing is dynamic 

because load be different according to end user 

requests. Load balancing has the various factors such 

as throughput, makespan time, QoS, performance of 

system, average waiting time, response time, 

execution time, fault tolerance, resource utilization, 

network delay and CPU utilization based on CPU 

load, network load and using amount of virtual 

memory. The advantage is not only in terms of using 

more computational power but also spending less 

time in switching between tasks. Load balancing can 

be done in centralized or decentralized, periodic or 

non-periodic and static or dynamic. The goal of load 

balancing is to overcome its various factors in cloud 

and fog computing environment. Different types of 

load balancing techniques are shown in Figure 3. 

4. Swarm Intelligence Algorithms 

Swarm Intelligence (SI) is an artificial 

intelligence discipline, was introduced by Gerado 

Beni and Jing Wang in 1989. A swarm is considered 

to be an arranged collection of interacting creatures 

into a system. Computational study of swarm 

intelligence includes the algorithms of ants, bees, 

wasps, termites, fish in schools and birds in flocks. 

 

Figure 3: Types of Load Balancing Algorithm 

4.1. ACO based Scheduling and Load 

Balancing Algorithms 

The ACO algorithm is a meta-heuristic 

optimization technique inspired by biological systems 

to calculate a shortest path between the source and 

destination to finding optimal solutions.  ACO can be 

used for both static and dynamic combinatorial 

optimization problems. The key objectives of this 

algorithm are: balance load of the system, highly 

efficient, minimize make span, reduce time and 

improve the ability of balance.  

The authors discussed in [10], proposed 

resource scheduling technique by using Ant Colony 

Optimization algorithm for load distribution of 

workloads in cloud to detect overloaded and under 

loaded nodes in cloud and to improve cost efficiency 

and resource utilization. In this paper, ants updated 

continuously an isolated result set more than 

modernizing their own result set. 

Li, et al.  [11] discussed cloud task scheduling 

policy to balance the load of the whole system when 

attempting to minimize make span of given tasks set 

by using Load Balancing Ant Colony Optimization 

assigned based on the deadline of jobs. The job with the 

highest priority is served first. 

 

   

Fig. 1.  Scheduling Categories 

Then the Modified Conservative backfilling algorithm is 

applied. In the modified conservative backfilling algorithm, 

an intermediate broker ensures that the data center is having 

sufficient resources (VMs) in order to carry out the initial job 

from the Resource Manager (RM) and the RM updates 

current state of the allocated VMs. 

Guan Le et al. [18] presented an adaptive resource 

management framework to handle the requests of deadline-

based applications and also proposed a deadline-driven 

resource management methodology to ensure the availability 

of cloud resources dynamically. From the results, it was 

observed that the proposed model provides elastic resource 

provisioning for dynamic tasks and gives good performance 

when compared to other scheduling algorithms. 

Yue Gao et al. [19] addressed the issue of reducing the 

cost of cloud-based system by increasing its energy 

efficiency although assuring the user deadlines are met. This 

paper endorses a modelling approach that gives more options 

for energy and performance optimisations, hence enabling the 

cloud service provider to meet users’ deadlines at low 

charges. 

Jyoti Sahni and Deo Prakash Vidyarthi [20] proposed a 

dynamic, cost-effective deadline-constrained heuristic 

algorithm for the scientific workflows scheduling in public 

cloud environment. The presented methodology intents to 

showcase the pros provided by cloud network and at the same 

time taking into consideration the issues of resource 

acquisition delay and VM performance variability and to 

determine an immediate schedule of deadline based scientific 

workflows at low charge. 

 

F. Dynamic scheduling  

Hu Song et al. [21] designed a torque cloud management 

system which supports dynamic task scheduling. A unique 

torque distributed resource management application was 

applied on the Eucalyptus cloud platform. This Torque 

application was responsible for managing a cluster of both 

serial and parallel jobs. The torque resource manager gives 

entire control over cluster of jobs and also the resources. An 

Idle resource cached Dynamic scheduling algorithm 

(IdleCached) was presented to modify all the jobs 

dynamically that dominate the idle resources in the pool of 

resources and at the same time how to migrate tasks from one 

to another.  

To complete all jobs before the deadline, the waiting 

queues were analyzed and the expected completion time was 

updated. Then the jobs were sorted in ascending order based 

on their respective deadlines. If there were still jobs and no 

possible idle resources for the remaining jobs, IdleCached 

will open a new VM that has to be merged to the pool of 

resources and then further schedules the waiting jobs till there 

were no more jobs.  

Sujan and Kanniga Devi [22] proposed an efficient 

dynamic scheduling scheme for the cloud environment.This 

paper focuses on analyzing the Berger model, a social 

distribution model, by considering makespan and bandwidth 

as the input metrics and reduces the same when compared to 

Min-Min scheduling algorithm. 

G. Scheduling based on Genetic algorithm 

 A new scheduling policy was presented by Yibin Wei et 

al. [23] that is from genetic algorithm. Genetic algorithm 

(GA) is an exploration mechanism commonly used in 

computing environment to determine possible better solutions 

for both optimization and search problems. Genetic algorithm 

is an adaptive heuristic search technique that is based on the 

concept of both natural selection and genetics. They represent 

an intelligent exploitation of a random search which is 

utilized to solve optimization problems. There are several 

genetic activities listed out as selection, crossover, mutation 

and elitist selection. These operations consist a population of 

solutions that can be evolved by mutation, reproduction and 

other functions. Henceforth, most suitable possibilities will 

be chosen, and the worst possibilities will be ignored after 

several stages of evolution. The scheduling model used in 

this work considered cost and time parameters and also 

service as optimization objectives. Satisfaction of requests 

and load balancing were taken as constraints.  

Zhongni Zheng et al. [24] proposed a framework for 

scheduling that is designed on parallel genetic algorithm that 

helps achieving either optimization or sub-optimization 

solutions for the scheduling issues in cloud environment. 

They convey that their scheduling framework based on the 

parallel genetic algorithm is faster in achieving better 

allocation than the traditional genetic algorithms. From the 

experimental results, it was proved that the utilization rate 

yielded is higher rather than greedy and the round robin 

algorithms.  

Zong-Gan Chen et al. [25] presented a genetic algorithm 

based approach for resource scheduling to deal with tough 

deadline conditions. Adynamic objective strategy was 

proposed that makes the genetic algorithm focus on 

optimizing the execution time. After obtaining a suitable 

optimal solution, the genetic algorithm approach then focused 

on optimizing the cost of execution. 

 

272727
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algorithm (LBACO). To achieve task scheduling with 

load balancing, they used LBACO algorithm. But, 

this paper has limitation for the heterogeneous 

processing of the tasks. 

X Lu and Z Gu [12] presented ACO based a 

load-adaptive cloud resource scheduling model to 

monitor the performance of VMs in real time. This 

algorithm can easily detect the overload performance, 

can find the closest idle node fast and the job can 

move from one VM to another for the next task.  
P Mod and M Bhatt [13] proposed dynamic 

resource scheduling based on ACO for improving 

cloud performance which provided results efficiently 

during performance evaluation. This paper did not 

consider cost, make span and energy domains. 

V S Kushwah and S K Goyal [14] proposed 

ACO algorithm for fault tolerant in cloud computing. 

This paper applied ACO algorithm for managing 

fault tolerant during the loads of resources equally. 

4.2. PSO based Scheduling and Load 

Balancing Algorithms 

The PSO algorithm incorporates local search 

methods with global search methods for trying to 

equalize exploration and exploitation. PSO is a 

popular technique due to its functionality in large 

range of applications with little computational cost 

and its simplicity. It is also a kind of meta-heuristic 

technique. The major objectives of PSO are: balance 

load of the system, minimize time and 

communication cost and increase scalability. 

The authors discussed in [15], proposed PSO 

to overcome the main challenge of cloud computing. 

This challenge is load balancing because nowadays 

the number of users in different organizations using 

cloud computing are increasing for their requirements 

so the performance of cloud computing is decreasing. 

This paper focused on minimizing makespan time. 

The authors in [16] proposed their scheduling 

method based on improved PSO (IPSO) for workflow 

applications and mainly focused on workflow 

scheduling in cloud-fog environment to gain the 

optimal solution such as more cost-effective and 

better performance than PSO approach. 

Rodriguez, et al. [17] proposed resource 

provisioning and scheduling using PSO for 

minimizing the execution cost of the whole works 

passes through form the beginning until it is finished 

and makespan as deadline constraints. 

W Gu, D Tang and K Zheng [18] proposed 

IAPSO algorithm for minimizing make span in job-

shop scheduling problem (JSP). IAPSO algorithm 

can perform optimization, efficiency and stability. 

 A Dave, Pro. B Patel, Pro. G Bhatt and Y 

Vora [19] proposed PSO algorithm for finding 

efficient resources for the problem of resource 

allocation and load balancing in cloud computing. 

This algorithm reduced response time of running 

applications in VMs and appropriates the loads in 

servers. 

4.3. ABC based Scheduling and Load 

Balancing Algorithms 

The ABC algorithm is one of the most newly 

optimization. It is also a swarm based meta-heuristic 

algorithm. The good points of this algorithm include: 

simplicity, flexibility, robustness, need fewer control 

parameters compared to others searching techniques, 

and minimize cost with stochastic nature. 

The authors in [20] proposed new optimization 

method called Bees Life Algorithm (BLA) to solve 

the issue of numerous computational resources 

requested by mobile users and to ensure the efficient 

execution of tasks in the fog computing environment. 

The job scheduling algorithm fixed an optimal task of 

various jobs submitted to be execute on tradeoff 

between CPU execution time and memory required 

by fog computing, using for infrastructure. This 

Algorithm resulted show better performance of CPU 

execution time and allocated memory than GA and 

PSO algorithms. But, this paper needed to consider 

dynamic job scheduling for the arrival of new 

requests are being executed in fog computing 

environment. 

The authors in [21] proposed an effective 

Improved Honey Bee Algorithm in cloud computing 

to be better make span for both dynamic and static 

task scheduling. The weak point of this paper was 

lacking of QoS for both two nature of tasks such as 

dependent and independent tasks. 

S Zahoor, S Javaid, N Javaid, M Ashraf [22] 

proposed hybrid approach of ACO and ABC 

(HABACO) model for resource management. The 

important idea is to supply types of computing 

services for SG resource management by determining 

the hierarchical structure of cloud-fog computing. 

HABACO outperformed response time, processing 

time and cost than PSO, ABC and ACO. 

Bitam and S [23] proposed Bees Life 

Algorithm (BLA) for optimization, reliability of job 

scheduling, minimize make span and efficient 

execution time. To escape local best and agreement 

solution diversity, using crossover. 

Mizan, et al. [24] proposed modified bee life 
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algorithm for the objective of optimistic value of 

service, proper utilization of resources. To obtain the 

best individual solution, using the greedy mechanism 

as a local search. 

Table 1: Comparisons on Scheduling and Load Balancing Approaches of ACO 

Algorithm Authors Achievement/ 

Limitation 

Experimental 

Environment 

Experimental 

Scale 

Results 

Compared 

 

 

 

 

 

 

 

 

 

 

 

 

 

ACO 

Kumar Nishant, 

Pratik Sharma, 

Vishal Krishna, 

Chhavi Gupta, 

Kuwar Pratap 

Singh, 

Nitin, Ravi Rastogi 

[10] 

Detect overloaded and under-

loaded nodes in cloud and 

improve cost efficiency and 

resource utilization. 

 

 

NA 

 

4 resources 

 

NA 

Kun Li, 

Gaochao Xu, 

Guangyu, 

Zhao, 

Yushuang, 

Dong, Dan Wang 

[11] 

Minimize make span of given 

tasks set, but without 

heteroge-nous processing of 

the tasks. 

 

 

CloudSim 

 

100-500 tasks 

50 resources 

 

FCFS, 

Traditional ACO 

 

 

Xin Lu, 

Zilong Gu [12] 

Detect the overloaded nodes, 

quickly finding the nearest 

idle node and the job can 

move from one VM to 

another for the next task.  

 

 

Xen Server 

 

4 PMs 

 

NA 

 

 

Priyanka Mod, 

Prof. Mayank Bhatt 

[13] 

provide efficient results 

during performance 

evaluation, but without cost, 

make span and energy 

domains. 

 

 

CloudSim 

20 VMs, 

40 Cloudlets, 

10000 MB VM 

image size, 

512 MB RAM, 

1000 MIPS, 

1 Processing 

unit 

 

Time shared, 

Space shared 

 

 

VS Kushwah, 

SK Goyal [14] 

Manage fault tolerant during 

the loads of resources 

equally. Consider using the 

average best time can design 

new algorithm to improve 

reliability and durability of 

cloudlets. 

 

CloudSim 

 

20 ants 

 

NA 

Table 2: Comparisons on Scheduling and Load Balancing Approaches of PSO 

Algorithm Authors Achievement/ 

Limitation 

Experimental 

Environment 

Experimental 

Scale 

Results 

Compared 

 

 

 

 

 

 

 

 

 

 

 

PSO 

Jigna Acharya,  

Manisha Mehta, 

 Baljit Saini [15] 

Minimize makespan, but 

without other different 

parameters such as 

throughput, waiting time 

and so on. 

 

Cloudsim 1 DC, 

1 Host, 

50 VMs, 

10 particles 

FCFS 

Rongbin Xu, 

Yeguo Wang,  

Yongliang 

Cheng,  

Yuanwei Zhu,  

Ying Xie,  

Dong Yuan [16] 

Achieve the optimal 

solution such as more cost-

effective and better 

performance than PSO 

approach.  

But, consider workflow 

scheduling algorithm based 

on multiple objectives 

optimization in hybrid 

cloud-fog environment. 

MatLab  

6 cloud servers, 

4 fog servers 

 

PSO 

Maria Alejandra 

Rodriguez, 

Rajkumar Buyya 

Defines the make span as 

deadline constraints. 

However, this paper needs 

CloudSim 50-1000 tasks, 

6 resources 

ICPCP, 

SCS 
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[17] to consider communication 

cost and computational cost. 

W Gu,  

D Tang,  

K Zheng [18] 

Minimize make span in job-

shop scheduling problem 

(JSP). Perform 

optimization, efficiency and 

stability. 

Adaptive 

modulation 

factor HF 

Swarm size 100, 

Maximum 

iteration 300 

PSO, 

CGA 

A Dave,  

Prod. B Patel, 

Prod. G Bhatt, Y 

Vora [19] 

Reduce response time of 

running applications in 

VMs and allocates the loads 

on the servers. 

Xen Server 1 server, 

3 VMs 

Balance algorithm 

Table 3: Comparisons on Scheduling and Load Balancing Approaches of ABC 

Algorithm Authors Achievement/ 

Limitation 

Experimental 

Environment 

Experimental 

Scale 

Results 

Compared 

 

 

 

 

 

 

 

 

 

 

 

 

ABC 

S Bitam, 

S Zeadally, 

A Mellouk 

[20] 

At customer side, achieve faster 

execution time of their tasks at a 

lowest cost. At service provider 

side, satisfy service level 

agreement (SLA) and minimize 

execution time. But, consider 

dynamic job scheduling for the 

arrival of new requests are being 

executed in fog computing 

environment. 

 

BLA 

framework in 

C++ 

4 fog servers 

20 fog nodes, 

5 jobs, 

5 tasks  

PSO, 

GA 

SK 

Vasudevan,  

S Anandaram, 

 AJ Menon,  

A Aravinth 

[21] 

Minimize make span for both 

dynamic and static task 

scheduling. But consider the 

lacking of QoS for both two 

nature of tasks such as dependent 

and independent tasks. 

 

CloudSim, 

WorkflowSim 

25-1000 

cloudlets 

25-100 tasks 

HBB-LB 

S Zahoor, S 

Javaid,  

N Javaid, M 

Ashraf,  

F Ishmanov, 

M K Afzal 

[22] 

Perform response time, processing 

time and cost. But, consider to 

extend towards the management 

of multiple load balancing 

applications. 

Cloud 

Analyst 

2-5 VMs 

2-5 fogs 

PSO, 

ACO, 

ABC 

Salim Bitam 

[23] 

minimize make span and efficient 

execution time. Next, it can be 

studied for the dynamic job 

scheduling and can be treated the 

real-time execution. 

NA 5 jobs, 

20 Data 

centers 

GA 

Tasquai 

Mizan, 

Shah Murtaza 

Rashid AI 

Masud, 

Rohaya Latip 

[24] 

proper utilization of resources. To 

obtain the best individual solution, 

using the greedy mechanism as a 

local search. This algorithm can 

be studied dynamic job scheduling 

and real- time job scheduling. 

NA 3 jobs, 

3 CSC and 

resources 

FA, GA 

5. Conclusion 

The brief survey of different resource 

scheduling and load balancing for various 

optimization algorithms in cloud and fog computing 

has studied the most suitable research papers of 

scheduling and load balancing algorithms. This paper 

has figured out achievements and limitations of 

scheduling and load balancing processes for 

improving performance in cloud and fog computing. 

Every algorithm has pros and cons in many 

application areas. There is a need of scheduling and 

load balancing which considers QoS parameters like 

communication cost, computational cost, makespan, 

energy management, availability, execution time and 

security and SLA violation rate etc. In cloud 

computing environment, the researchers investigated 

many research papers for energy efficient, security, 

load balancing, QoS and SLA. But, further 

13



investigation is needed to address above requirements 

in fog computing environment. 
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