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ABSTRACT

Nowadays, Duplicate Record Detection is a multiple record search process that
represents the same physical entity in a dataset. It is also known as the record linkage
(or) entity matching. The databases contaivery large dataset. Datasets contain
duplicate records that do not share a common key or contain errors such as incomplete
information, transcription errors and missing or differing standard formats (non
standardized abbreviations) in the detddchemas of rexds from multiple databases.
Therefae, the duplicate detection needs to complete its process in a very shorter time.
Duplicate detection requires an algomitfor determining whetheecords are duplicate
records or not.

In this system the regarchercalculats a similarity metric that i€commonly
used to find similar field items and wssie Duplicate Count Strategyulti Record
Increase (DCS++) Algorithm for approximately duplicate records deteabiver

publication xml dataset.
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CHAPTER 1

INTRODUCTION

Nowadays, the amount of data within the&ta warehousdsecomes more and
more huge and data errors or inconsistent data in tegsewarehouseslso grow
rapidly as the technology advancés.the economic world, invalid and duplicate data
can be costly because it can affect the key decisions for operatioreny industries
and the production of business organizations. Therefore, data needs to be good quality.
In order to improve data quality, data cleaning is especially necessary when integrating
disparate data sourcgd. By integrating data from differéisources and implementing
a data warehouse, organizations become aware of possible differences and systematic
conflicts.
The problem of identifying duplicate records in the database is an important step
in the data cleanup and integration process. Cataation is the process of detecting
and removing data errors, inconsistencies, and duplicate data. Duplicate detection is
one of the solutions of data cleaning. It has two tasks to detect duplicate records
efficiently and effectively:
1 therepresentationfahe data may vary slightly, so a specific similarity measure
needs to be defed to compare pairs of records and
1 not all records can be peer compared because the data set may b&darge.
performthetask twq a number of algorithms have been proposatighlit the
dataset and compare all pairs of records in each partition.
Sorted Neighborhood Method (SNM) is a known way to advance the window
by classifying data based on the sorting key and comparing only theselispthyed
in the same windowrhis paper proposes the Duplicate Count Stratilyyti Record
Increase Approach (DCS++), a variation of SNM and improvement of Duplicate Count
Strategy (DCS). If a duplicate is found on the sorted dataset, it can also detect the other
possible duplicates by corapng the next w 1 record of that duplicatdt can also
reduce the comparing time by skipping windows for duplicates. Therefore, the proposed

system can be faster andndetectmore duplicate records.



1.1 Motivation

As the technology advancesyery dataset contains some errors, incomplete
information and unstandardized formats. Every analyst experiences in wasting time for
wrong conclusions becaustthese errors. Andhe time needed for analysis is typically
spent i n A cl. édhe busigeés world,encodextt data can be cdstly
gueries time and storage space for large scale datali&seduplicated records can
cause incorrect results in analysis queries and erroneous data mining model to be built.
The problem of detecting amdiminating duplicated data is one of the major problems
in the broad area of data cleaning and data qudlityemove duplicate records from a
dataset, the main consideration is how to decide that two records are duplicated.
Records are compared to detare their degree of similarity, which implies that

corresponding fields in the records has to be compared.

1.2 Related Works

Many researcherslo research on duplicate record detection with different
efficient and effective blocking and windowing meth¢2ls

Ying Pei et al[3] implemented the Knedoids clustering algorithm (IKMC) to
solve the problem of detecting almost duplicate records. It is considered as one
separated data object for every record in the database. It uses the Edit Distance method
to get similarity values between records. Finally, clustering of these similarity values
can detect duplicate records. The algorithm can automatically adjust the number of
clusters by comparing the similarity value with a predefined similarity thresholsl. Thi
algorithm shows good detection accuracy and high availability.

Qiaogiao Yang et a[4] implemented the SNM algorithm based on some edit
distances and variable windows to solve the shortcomings of the SNM algorithm. The
algorithm proposed in this paper based on the various edit distances and variable
windows. The experiment's data set comes from the refrigeration industry management
system. This proposed algorithm can efficiently recognize duplicate big data records.
However, there is still the pradh of improving the recall ratio and handling non
standard samples.

Jumoke Soyemi et db] implemented a system for detecting duplicate records
in a database using a simil matching algorithm. The Simil algorithm is based on



calculating the similarity beteen two strings. This proposed system can only be used

to clean up data and prevent incorrect data from accessing the database.

1.3 Objectives of theThesis
The main objectives of thbesisare as follows:

1 To study the concepts of data cleaning

1 Tolearn empirical methods such as edrheighborhood method and its
improvement methods

1 To applyDuplicate Count StrategMulti Record Increase (DCS++)
algorithm with Levenshtein Distance Algorithm of field matching
techniques

1 To provide the duplicates ideincation by using Adaptive DCS++
method

1 To explore the effective and efficient method on duplicates detection
process

1.4 Organization of the Thesis

Thisthesisis mainly composed of five chapters.

Chapter 1 is the introductory section where theouhiction of duplicatel
records detection, the related works, the objectives and the organization of the thesis
are presented.

Chapter 2 describes the background theory related to this thesiasduia
quality, data cleaningiecord matching problem,iéld matchingtechniques, record
matching techniques artlde duplicate records detection approaches.

Chapter 3 presents the design of the proposed system that is described as the
system flow, description about Cora publication dataset that is usedtdiiestdps of
parsing, standardization in preprocessing, the field similarity measuring using Edit
Distance or Levenshtein Distance algorithm, the detection of duplicate record pairs
using Duplicate Count StrategWulti Record Increase (DCS++) algorithm dan
performance evaluation.

Chapter 4 mainly describes the implementation of the proposed system in detail

t hat includes the experiment al setup,

t

h



detecting duplicate record pairs from xml dataset using DCS++ thgoiand the
experimental result.

Finally, Chapter 5 concludes this thesis by highlighting the limitations and
further improvement works of the proposed system.



CHAPTER 2

BACKGROUND THEORY

Nowadays, the word O0datad is mostly
and shared electronically in databag@sality of data is critical in getting to final
analysisMost of the organizations pagtentionto the good quality of data for making
business decisionBata cleaning is one of the main processes of data prepaasation
correcting the inaccurate records from a record set, table or datdhesehapter
describeslata qualitypverview ofdata cleaninghe techniques dfeld matchingwith
string datarecord matching techniques and seeeral approaches duplicate records

detectionprocess

2.1 Data Quality

Data are abstract representations of chosen characteristicswbrihbbjects
such as peoplendplaces, etdWhen the data meets the expectations of data consumers,
that chta can be considered as high quaditgata The source of the data is frequently
times thesignificant factor. Data entrgr data transcriptiors inherently prone to bias
or systematic errg both simpleand complex. Data qualiig one of the most drcal
issues in data managemaeairice dirty data frequently leads to inaccurate data analytic
results and incorrect business decisiofise quality of data can be defined by two
related factor$24]. They are irstly how well the dataneets the expectations of data
consumers anslecondlyhow wellthe dataepresents the objects, events and concepts.
In practice, data qualitgould alsobe apriority for specialistancluded with alarge
range of information systemsstarting from the data warehousing and business
intelligenceto customer relationshimanagement and supply chain management
Particularlymeasuringhe quality of datasuchas the usef dataevolves and
the amount of data ene ofthemost importanthallenges for data qualiexperts This
sectionbriefly covers the most issues of data quality with a spesfifiost of duplicates.
First, theideaof data quality dimensions asvaethodthroughwhich data qualitywill
be measured anthencompletelydifferent perspectives of data cleaning, which are
usually performed before duplicate detection is covered. These broadly cited
dimensiors of data quality are as follows

1 Accuracy: Ighatthe data accurately representing the-vealld entity or event?

5



1 Consistency: Isthat the data not containingyntactical anomaliesand
contradiction8
Integrity: Are the relationships between attributes and entities consistent?
Timeliness: Ighatthe data representing the real circumstance andvsilable
at the time needéd

1 Completenessts all necessary datthat are representing the entity or event
presen?
Validity: Are all data values within the value domains specified?

Uniqueness: Is there a single view of the data?

Quality data does not ssntially mearthe perfect data. But both data and
schema diransions are important. Thew quality data candeeply irfluence the
standard processesbusinessyhereas a schema of low quality. The major data quality
problems canroughly be distinguished between singlsource and muksource
problems andlsobetween schermeelated and instaneelated problemslhey can be
solved by data cleaning and data transformafitie. problem®f instanceevel refer
to data entry errors such as misspellings, medandes or duplicdes, contradictory
valuesand inconsistencies in the actual data contents which are visible at the scheme
level. These instandevel problems are theain effort of data cleaning. Thust

focuseson the instancéevel problems to be ilized on publication datasets.

2.2 An Overview of Data Cleaning

Organizationsare obtaining huge amounts of data fratfferent datasources
in order tobuild thehugedata repositories that contrgbplications with the objectige
of investing and moreknowledgeableanalytics. Data collection and acquisition
regularly introduce errors in datsuch asmissing valuestypographical errors
improperly formatted entriesduplicated entriegor the same reakorld entity and
violations of business drdata integrity rules.

Data cleaning is thenportantprocess of data preparation foralyzing datan
the analytical procesBy removing or modifying data that is incorrect, incomplete,
inappropriate repeatedor improperly formatted in an integratingitd warehouse or
databaseData deaning is not simply used to remove information but to make more

space for new data and to increase the accuracy of daRes@igleaning includesther



activitiessuch as fixingsyntaxand spellingerrors formattingdata ses, fixing missing
codesempty fieldsand identifying duplicate data.

Data cleaning problemf22] typically consist of dealing with the lack of
standardization in representing attributes, incomplete and missing data, determining
usability, erroneous data, etbanual entrycan also lead toncomplete, missing data
andnonstandard entry like naming conventiondarry J." and "MJomes. Additional
commonlyproblemin data cleaningan bethe entry ofduplicatedata.

A surveymostlyin data science and machine learning (ML) reveals that dirty
data is the most commarbstaclethat has beefaced dealing with datadVith the
popularity of data science, it has become progressively evident thatreaton
unification, preparatiorand cleaning are key enablersr@leasingthe value of data.

The development of efficient andfective data cleaning solutisns chalkenging and
overflowing with deep theoretical and engineering issues. In any case of the type of
data errors to be fixed, data cleaning activitisgallycontaintwo phases:
1 Error deectionwheredifferent errorsare identified angbrobablyvalidated by
experts.
1 Error repairwhere updates to the database are applied (or suggested to human
experts) topassthe data to a cleaner state appropriate for downstream

applications and analytics.

2.3 Record Matching Problem

With hugetotalsof datathat are storeth data warehousemining informatian,
and knowledge in databaskas become a significant probléamrecent researes
Data mining ighe KDD process ahe "knowledge discovery in databaserocess as
the analysis step.

A numler ofdevelopingmining applications imnformation providing services
such as data warehousimgd otine services need to combine information from
different data sources to get better ysEfformanceto improve the providedervices
and to increase ¢hbusinesshancesn organizations. These heterogeneous sources can
be relational databases or web pages which provide information about the same real
world entities but describe these entities differently. It can be more storage space, long
data retrieung time and wrong decision making by describing the samemaéd

object as different object3.he solving inconsistencies and different descriptions in



entities is the issue addressed in these different record values which describe the same
semantic etity.

Detecting the possible duplicate oeds in a single databasermultiple related
databases is one of the abilities to do record matching. The duplicate detection is the
main issue in Merge/Purge task which is to identify entry errors and combinplenult
records. This task is also called data cleaning or data scrubbingsi@mfcant
research area of approximate record matchitigeiapproximate string matching. Two
different problems are considered in the survey[®ly First, the description of
equivalenceallows only small differences withithhe two strings. The equivalence of
two strings is the same as the mathemata@iceptof equivalence. Second, the
similarity problem allows for more typing errors such as transposed letters, missing
letters etc. String matching has been one of the most considered issues in computer

science. The best approach is based on edit distance.

2.4 Field Matching Techniques
Field Matching Technique is the inner stage of duplicate detection while the
outer stage of duplicate detection is appliedhesrecord matching technique. The
duplicate detectiondependson the string comparison techniquef®r resolving
typographic varigon in the string data and for errors in the numeric dRé&solving
typographical errors can be critical in a record linkage. In case the comparisons of string
pairs are done only in an exact charattgcharacter way, numerous matches may be
lost.
The list of different techniques for field matching in the context of duplicate
record detection includes:
1 Charactetbased similarity measurement
1 Tokenbased similarity measurement
1 Similarity measurement of pronunciation
9 Numerical similarity measurement
This section describes techniques that have been applied for matching fields
with string data in the context of duplicate record detection. Chaflaased similarity
metrics handle typographical errors well. In this proposed system, Edit Distance (or)
Levensttein Distance Algorithm is used to calculate field matching similarity scores. It

covers the following similarity metrics:



Edit distance Edit Distance is the minimum number of edit operations on a single
character that is required tonvertthe string oe into string two. Three types of edit
operations are possible. They are:

1 Insertion: insert a character into the string.

1 Deletion: delete a character from the string.

1 Substitution: replace a character with another character.

In the simplestprocedure one edit operation has cost 1. Thiad of edit
distance is alsonentionedas Levenshtein distan¢é]. Needleman and WunsdB]
improvedthe original edit distance model and allowed for different costs for different
edit distance operations. The edistdnce metrics are more suitable for detecting
typographecal errordbut they are typically ineffective for other types of mismatches.

Affine gap distance The edit distance metric does radtort well when matching
strings that have beeshortened (e.g;lanaR. Smith. vsHannarRichard Smith.). The
affine gap distance metrj8] offers a solution to this problem by introducing two extra
edit operations: open gap and extend gap. The extending gap casallg smaller
than the opening gap cost and ttasultin smaller costrawbackdor gap mismatches
than the equivalent cost under the edit distance metric.

Smith-Waterman distance Smith and Watermafi0] definedan extension of

edit distance and affine gap distance, in which mismatches at the Inggamai the end

of strings have lower costs than mismatches in the middle. This netgsrfor better

strings local alignment (i.e., substring matchirgg, thetwo strings "Prof. Mary R.

Jones, University of Calgary" and "Mary R. Jones, Prof." can nralshort distance

by using the SmittWaterman distance because the prefixes and suffixes are ignored.
The distance between two strings canch&ulatedusing a dynamic programming
technique to find the lowest cost of changes that cameer® string ind another.
Pinheiro and Sun [I suggested similar similarity measure which tries to find the

best character alignment for the two compared strings s1 and s2 so that the number of

character mismatchesnsnimized



Jaro distance metric Jaro[12] presemed a string comparison algorithm that was
fundamentallyused for comparison dirst andlast names. Thealculatingthe Jaro
metric algorithm for two strings s1 and s2 includes the followiages
1 Compute the string lengths |s1]| and |s2].
1 Search thécommon characters" within the two strings.
1T Searchumber Aof t rthatissthe ausnber of tbanspositiofts.
is calculatedas follows by comparing tH&® common character in s1 with the

‘Q common character in s2. Each Aamatching character is a transposition

Q-gram distance The ggrams are short character substrings of length q of the
database strind43]. The intuition behind the use ofgrams as hasisfor approximate
string matcing is that when two strings s1 and s2 are sintiteay share a large number
of g-grams in commorGiven a string sis g-grams argainedby sliding a window of
length g over the characters of a stringsice ggrams at the starting and the end of
thestring can havéess than q characters fronifse strings aréheoreticallyexpanded

by "padding” the starting and the end of the string witHLgpccurrences of a special

padding character, not the original alphabet.

2.5 Record Matching Techniques

The record consists of multiple fields and it can maketbblem of duplicate
detectionrather morecomplex The field matching and string matching methods will
beappliedto match individual fields of a record. There also are various record matching
approaches to solve the record matching problems. This section reviews various
approaches during this category mostly knowleldgeed, distanebased, and

inductionbasedadditionas supervised learning and unsupervised learning.

2.5.1 Notation

The twot a b A6e saBodd h@bv ec ompar abl e fi el ds. Ass
tables are wanted to match without loss of generality. Within the record matching
problem, each record pairff ); ( . 6f _ 6) is allocatedto at least one of the two
cl advaerstloéc.d The Mbatceognotrayi n6s t he fAmatcho rec
t he same entityNbdancdo ndlad amsatticeh éc liiaescsora@ p a

represent two different entities.

10



Each record pair| (i ) is presented as a randain’Q ¢ ®@é 1o B
where T dentes the transpose of the vecteith n components thaelateto the n
comparable fields of tables A and B. Eaotshows the level of agreement of tke
field for the record$ and] . Severalapproaches use binavalues for thew6 s . Set

w piffield ‘agrees and>  Tif field "Qlisagrees.

2.5.2Probabilistic Matching Models

Newcombe et a[14] was theprincipalto acknowledge the duplicate detection
Bayesian inference problem. Then, Fellegi and Syh&rformalized the intuition of
Newcombe et al. and introduced the notatwhich is additionallyemployed in
duplicate detection literature. The comparisoid € wis the input to a decision rule
that assignsoto 0 or to0 . The most assumption is thais a random vector whose
density function is different for each of these two classes. Then, if the density function
for every class is known, the digate detection problem becomes a Bayesian inference

problem.

2.5.3Supervied and SemiSupervised Learning

A Bayesian approacis used in the probabilistic model classifythe record
pairs into two classes, M and N. This model was widely used in duplicate detection
tasks as an application of the Fell&ginter model. While the FelleG§unter approach
dominated the field for quite twenty yeathe development of new classifiaati
techniques in the machine learning and statistics communities encouraged the
development of new deduplication techniquédse supervised learning systems depend
upon the existence of training data within the variety of record pairdalpeéed as

matchng or not.

2.5.4Active-Learning-Based Techniques

One of the problems with the supervised learning techniques is the need for a
hugenumber of training examples. Whereas it is simple to make a huge number of
training pairs that are eithebviouslynonduplicates or exactly duplicates, it is very
difficult to producethe ambiguous cases that would help to form a highly precise
classifier. Based on this observation, some duplicate detection systems used active

learning techniquefl6] to automatically leate such ambiguous pairs. Not at all like

11



an "ordinary" learner that is trained using a static training set, an "active" learner
effectivelychoicessubsets oinstancegrom unlabeled data, which, when labeled, will

provide the highest information gaim the learner.

2.5.5 DistanceBased Techniques

The way of avoiding the need for training data or some human effort to create
the matching models is to define a distance metric for records which does not need
modificationthrough training data. It isrobableto match similar records without the
requirementfor training using the distance metric and an appropriate matching
threshold. One approach is to treat a record as a long field and use one of the distance
metrics described in Section 2.4decidewhich records are similar or not. Monge and
Elkan [17] suggesteda string matching algorithm for detectirxtremely similar
records. The basic idea tise applying a general purpose field matching algorithm,
especially one that is able to account for distance in the strings and to play the role of
the duplicate detection algorithm. The distabesed approaches that conflate each
record in one big field majgnore the important information that can be used for
duplicate detectionA simple approach uses the appropriate distance metric for each
field to measure the distance between individual fields and then caldbktesighted
distance between the records

2.5.6 RuleBased Approacles

The rule-based approaches can be considered as didvasee techniques,
where the distance of two records is either 0 or 1 by using the rules to define whether
two records are the same or ngti Jiang and Can Lin [18)roposed a ruldased
method for deduplicating article records across dataka3eable 2.1 shows as an

example which an expert might define rules.

Table 2.1Example of Defined Rules

IF age < 22 THEN status = undergraduate
ELSE status =graduate

IF distanceFromHome > 10 THEN transportation = car
ELSE transportation = bicycle

12



2.5.7 Unsupervised Learning

Ravikumar and Coheji9] follow a similar apprach and propose a graphical,
hierarchicalmodel for learning to match record pairs. Toasisof this methodis to
model each field of the comparison vector as a latent binary variable which shows
whether the two fields match or not. Bhattacharya and GE0pproposed to use the
Latent Dirichlet Allocation generative model to perfaimeduplicate detection. In this

model, the latent variable is a unique identifier for each entity in the database.

2.6 Improving the Efficiency of Duplicate Detection

The process of identifying whether two records refer to the samevoelal
object, we have fagsedprimarily on the quality oEomparison procedures and not on
the efficiency of the duplicate detection process. flinelamentalssue of improving
the duplicate detectiorspeedis described in this section. Blocking and windowing
methods can bappliad to decreasehe cost of record comparisontime efficiency of
record comparisoimprovement The mossignificantcharacteristidor windowing is
the Sorted Neighborhood Method (SNM).

2.6.1 Sorted Neighborhood Approach
Using a sorted neighborhood apach can reduce the cost of comparing records
and increase the efficiency of comparing records. Hernaandez and[3i¢lf@scribe
the sorted neighborhood approach. The sorted neighbodprdachnvolves three
steps:
1 Create sorting key: A key for eachcord in the dataset allocatedto each
record. Keys are created by concatenating the values of two or more attributes.
Sort the data: The records in the database are sorted based on the sorting key.
Merge: A fixed size window is moved through the b$trecords sequentially
to limit the comparison of records matching to those records in the window.
Each new record that entetss window is compared to the preusrecord to
find a fren@d. chi ngo
The Sorted Neighborhood Method uses fixed size @l If the selection of
window size is too small, some actual duplicate records may be lost and using larger

window size will often result in unnecessary comparisons within the window. The

13



effectiveness of the sorted neighborhood approach depends gredally creation of

sorting keys. Figure 2.1 shows an example of the sorted neighborhood method.

a Window size is
! fixed to 3
e
Report
f duplicates
g
h
z

Figure 2.1 Sorted Neighborhood Method (SNM)

2.6.2 Duplicate Count StrategyApproach

The Duplicate Count strategy (DCS) is the extension of the Sorted
Neighborhood Method (SNM). It is based on the windowing methods and varies the
window size based on the number of detected duplicate pairs. The set of compared
records differs fronthe original SNM because of the increase and decrease of the
window size. Changing the window size does wpettainly result in additional
comparisons but it can also reduce the number of comparisons in the detection process.
However, adapting the windogize should result in a higher efficiency for a given
effectiveness or in an overall higher effectiveness for a given efficiency.

DCS uses the number of records in the window as an initial window size. The
more duplicates of secord are found within a wdowif the window is larger. On the
other hand, if a duplicate of a record in its neighborhood is not found, at that point we
expect that there are no duplicates or the duplicates are very far away within the sorting
order.The record is compared withA successors in the beginning stepthe current

window can bedefinedasw "@Q 0 p . If no duplicdes can be found in this
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window, there is no need to increase the windBut if there is at least one duplicate,

thenstart increasing the window.

2.6.2.1Basic Strategy

The basic strategy includes increasing the window size by one record. The basic

duplicate count strategy involves the following steps:

1.

o

Assign the sorting key to each record and sort the records.

2. Create the window with initial window size
3.
4

Compare the first record with all other records in the window.

t t d d t
Increase the window size whife&tected %]os(%é average number of

comparis
comparisons per duplicate)

Slide the window (initial windw sizew)

6. Calculate transitive closure.

Figure 2.2 shows the overview of duplicate count strategy steps.
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e w = initial window size

detected duplicates

e Increase window while compmitians = ¢
Sort order
Example:
Y w =4
ry|ra|rs|raffrs|re|rs $ =020

v x
]

Sort order

[ A DARE
i T

e d/c=1/3=0.33>=0.30 (increase)

Sort order
- Fa lr4 re[Ire | r>
—t—F———t+——

e d/c=1/4=0.25 <= 0.30 (slide initial window)

i =0.
M| 23| Mg |Ts P’s "7| [3/c=0.
+——+

Figure 2.20verview of Duplicate Count Strategy (DCS)

2.6.2.2Multi Record Increase Approach

DCS++ is an enhancement of the basic strategynbseasing the variant
multiple record. There are two main ideas in the multi record increase approach instead
of increasing the window by just one record. First, if each duplicate is found, the next
w-1 adjacent records of that duplicate are added tavthdow even if the average is
lower than the threshobdo Second, windows for duplicates have been omitted to save
the comparisons. Skip window forin Figure 2.3. It uses the transitive closure to find
additional duplicates and to save some of rimrd comparisons. Assume that the
record pairsrg,r ) and ¢ ,r ) are duplicates, with ¢Calculating the transitive
closure returns the additional duplicate psirtg). Therefore, there is no need to check

the window7 HE x p and then this window is skipped. There is no loss in the

window because the window for covers all comparisons that would have made.

16



Figure 2.3 shows the overview of duplicate count strategy multi record increase

approach.

e w = initial window size
detected duplicates

e Increase window while -
comparisons

=¢

Sort order

r1|r2 rs|r, r5|r6|r7|

Sort order

r-» FrgIrs|fFe| >

e w-1=4-1= 3 records are added

Sottorder w-17 records added

Example:

.rz-r‘;|r5|r6 ry | % =030
1 T 1 T 1 T d/c 20

e d/c=1/5=0.20 <= 0.30 (slide initial “indow)|

[Falr2lrslralrs Jre[ ] e =000
| Pe— ye— —
e d/c=0/3=0.00<=0.30 (slide initial window)
r T r r, is duplicate of r,
2 3 r6 l"'7 Calculation of the transitive

closure will find additional
duplicates of r;

Figure 2.3 Overview of Duplicate Count StrategyMulti Record Increase
(DCS++)
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CHAPTER 3

DESIGN OF THE PROPOSED SYSTEM

Themainpurposeof thissystemis to detect the possible duplicate record pairs
in the dataset. The repeated data takes up a lot of storage space in the data warehouse
and takes longer for retrieving the exact data. There are two main tasks for duplicate
detection. They are the field matchitgchnique as the inner stage of duplicate
detection and the record matching technique as the outer stage of duplicate detection.
In this system, Edit Distance (or) Levenshtein Distance Algorithm is used for field
matching and DCS++ Algorithm is used taele duplicateecord pairs. For dataset,
the ra publication dataset is usasd a case study fdine experimentThe systenis
implemented on theVindow and MacOSplatforms with the PHP programming
languageand XAMPP crosplatform web serverPHP is aracronym forHypertext

Preprocessofearlier called, Personal Home Pafg5].

3.1 Overview of the Proposed System

Figure 3.1showsthe overview of the proposelliplicate detectionystem. Data
preparation is performed by parsing from the input xml raw dataset and standardizing
parsed datevhichcan lead to fast identification of duplicates. After the data preparation
phase, the data anermallystored in such a way to be easilymqmared in next phases.
DCS++ is one of the improvements of SNM (Sorted Neighborhood Method). So, key
creation and sorting are the same phases of SNM but DCS++ do not use the fixed
window size. It is based on the windowing methbae ecords are sorted based on the
sorting key to compare the possible duplicates by keeping the same record next and
thenslidesa window of adaptive size sequentially over the sorted records. All records
within such a window are compared with each other @edtified as candidate

duplicates.
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Start

v

—, DataParsing
Cora

Publication l
Dataset
Data
Standardization

!

Key Creation

Duplicate Count .
Strategy ++ — Sl

(DCS++) l

Merging

}

Retrieve
Duplicates

{

End
Figure 3.1 Overview ofthe Proposed §stem

3.2 Overview of Cora Publication XML Dataset

In this system, XML Cora Dataset is used agqperimental dataset for input
recordsand parsing them to detect syntax errors. This dataset contains bibliographic
information for scientific papers. It provides 1,879 objects.

The Cora dataset is prepared by the original Andrew McCallum and his versions
of this dataset are provided on his data web page Many publications in record
linkage and entity records over the years used these various versions of the Cora dataset.
Figure 3.2showsthe example of publicatiodML Coradataset.
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<CORA>

<NEWREFERENCEd="1">

ahlskog1994a

<author>

M. Ahlskog, J. Palbeimo, H. Stubb, P. Dyreklev, M. Fahlman, O.</author,
<title>Inganas and M.R.</title>
<journal>Andersson, J Appl. Phys.,</journal>
<volume>76,</volume>
<pages>893,</pages>

<date>(1994).</date>

</NEWREFERENCE>

<NEWREFERENCE id="2">

ahlskog1994a

<author>M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M. Fahlman, (
Inganas and M.R. Andersson, </author>

<journal> J Appl. Phys., </journal>
<volume> 76, </volume>
<pages>893, </pages>

<date> (1994). </date>
</INEWREFERENCE>

e

<NEWREFERENCE id="9">

asfahll992a

<author> C. RayAsfahl. </author>

<title> Robots and Manufacturing Automation. </title>
<publisher> John Wiley and Sons, </publisher>
<address> New York, </address>

<note> second edition, </note>

<date> 1992. </date>

</INEWREFERENCE>

<NEWREFERENCEd="10">

benford1993a

<author> Steve Benford and Lennart E. Fahlen. </author>
<title> A spatial model of interaction in large virtual environments. </title>
<booktitle> In Proceedings of ECSCW'93, </booktitle>
<address> Milan, </address>

<date> 1993</date>

</INEWREFERENCE>

</CORA>

Figure 3.2 Sample XML Cora Dataset
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3.3 Data Preprocessing

The duplicate record detection needs a data preprocegheggethat is a
necessary step in data cleanup before the process of duplicate detection. The data
preprocessinghaseinvolves data parsing, data transformation and standardization
procedures. The data preparation techniques are also described in terms of ETL
(extraction, transformation, loadinf4].

In this systemparsing and data standardization of preprocesgiaganust be
performed fist to increase the quality of-flow data and the second to make the data

comparable and more usable.

3.3.1Data Parsing

Data arsing is the first main component in the data preprocepsiaggeof the
matching recordThe data field is easier to correct, standardize and match data by
parsing it because the data parsing allows comparing the individual components rather
than bng strings of data.

In this system, Gra publicationXML dataset is used as input. And then it
includes the removing xml tags in publication records and parsing them to detect syntax
errors. Example of a parsed XML dataset is shown in Table 3.1.

Table 3.1 Example of Parsed Cora Publication XML Dataset

ID | REF Author Title Date
Name
R1 | ahlskog19| M. Ahlskog, J. Inganas and M.R. (1994).
94a Paloheimo, H.
Stubb, P. Dyreklev,
M. Fahlman, O.
RO asfahl199 C. RayAsfahl. Robots a_tnd Manufacturing 1992,
2a Automation.

R3 | benford19| Steve Benford and | A spatial model of interaction in | 1993.
93a Lennart E. Fahlen. | large virtual environments.

R4 | benford19| Benford, S., and | Viewpoints, Actionpoints and June
94a Fahin, L. Spatial Frames for Collaborative 1994,
Userlinterfaces,

R5 | carlson19| Carlson, C. ; Integrated CSCW Tools Within 4 1993.
93a L.E.Fahin. Shared 3D Virtual Environment.
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3.3.2Data Standardization

Data standardization is the process of standardizing the represented information
in somefields to a uniform specific format. There may be different data formats in
different records which come fromvariety ofdata sources and need to be converted
to a uniform representation prior to the process of detecting duplidatéere is no
datastandardization, numerous duplicate entries mighthmsenas norduplicates
wrongly. It is based on the fact that common identifying information cannot be
compared

In this system, author name, date and title are standardized. Author names can
be all athors participating in the publication. But only the first author is extracted and
formatted into the first character of First Name, dot (.) and Last Name only. Date
includes one or combination of year, month and dates. The system extracts only the
year fom date value and title must not be empty. Therefore, these preprocessed data
fields can be easily used in the key creation and possible duplicate records detection

processes. Table 3.2 shows an example of standardized fields in record.

Table 3.2 Exampleof Standardized Fields

Author Names Standardized Author Date Standardized
Names Date

First Last Name
Name

Steve Benford and S. Benford 1993. 1993

Lennart E. Fahlen.

Brown, D. F., Moura, | D. Brown (1992b), 1992

H. and Watt, D. A.

B. Buth et. al., B. Buth 1992, 1992

Benford, S., Bowers, | S. Benford May 7-11, 1995

J., Fahin, L., 1995,

Greenhalgh, C., and

Snowdon, D.,

Daelemans, W., Van | W. Daelemans (1989). 1989

den Bosch, A., and

Weijters, T.
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3.4 Duplicate Detection

The system has mainly focused on empirical algorithms wdoakainsorting,
windowing and blocking methods. In this section, possible duplicate records are
detected by using duplicate count strategylti record increase approach (DCS++). It
is an enhancment of the sorted neighborhood method and basic duplicate count
strategy (DCS). It tends ttecreaséhe number of record comparisons when records in
a dataset are detected as duplicate. Firstly, the key creation process described in section
3.4.1 must bgerformed to sort the records in a dataset and to detect near duplicates
easily. And then, these sorted records are used as inputs to DCS++ algorithm for
detecting duplicates. These record pairs are identified by DCS++ algorithm and then

computed their snilarity scores using Levenshtein distance algorithm.

3.4.1 Key Creation

During the key creation processs@tedkey is generated for each record in the
dataset by extracting the relevant fields or portions of fields feosignificant
discriminating atibute. The effectiveness &fCS++ algorithm highly depends on the
selection of keys in key creation process to sort the recordprdtess okey selection
is a highly knowledgéntensive and domain specific proc§a3].

In this system, a key consists of the combination of the first letter of First Name,
three consonants of Last Name, last two digits of Date field and four consonants of Title
field which are included in preprocessed records. These choices are madeesince th
domain expert determined that last names uaeally misspelled due to errors in

vowels, vocalized sound$able 33 shows an example of records and keys used in this

system.
Table 33 Example of Key Creation
RID | First Last Date Title Key
R1 |C. RayAsfahl | 1992 | Robots and Manufacturing CRYS92RBTS

Automation.

R2 |S. Benford 1993 [ A spatial model of interaction in| SBNF93SPTL
large virtual environments.

R3 |D. Brown 1992 | Actress: an action semantics | DBRW92CTRS
directed compiler generator,

R4 | B. Buth 1992 | Provably correct compiler BBTH92PRVB
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development and
implementation.

R5 |C. Carlson 1993 | Integrated CSCW Tools Within | CCRL93NTGR
Shared 3D Virtual Environment

3.4.2 Sorting Phase

The records are sorted in the data list based dotinelationof thekey selected
in the earlierphase. A sorting key is characterizedbe a sequence of attribui@sa
sequence of substrings inside the attributes chosen from the preprocessed record in an
important manner. The sorted keys are used for sorting the eatasetl with the
purpose that all matching or possible duplicate records will appear close to each other

in the final sorted list for this system.

3.4.3 Merging Phase

After preprocessedda publication XML records have been sorted in sorting
phase, the ystem uses DCS++ algorithm through tbensecutivelist of records
limiting the comparisons for duplicate detection. DCS++ is an improvement of sorted
neighborhood method by adapting the window size to detect duplicates effectively and

by removing the skiped window to reduce the number of comparisons.

3.4.3.1 Duplicate Count Strategy++ Algorithm
In this experiment, the initial window size (w) is provided as 20 and DCS++
threshold (@) is recommended as— not to miss any duplicates. The detail of

Duplicate Count Strategllulti Record Increase (DCS++) algorithm is described in
Figure 33.

Algorithm: Duplicate Count Strategy-Multi Record Increase Algorithm
Require: w>1 and 0 < @ 1 (w: initial window size, @: DCS++ threshold)

1. sort records by sortingey
2. populate windowvin with first w records of records
3. ski pRecor ds/*recds ioid skipped */
[* iterate over all records and search for duplicates */

24



4.
5.
6.
7
8

10.
11.
12.
13.

14.
15.
16.
17.
18.

19.

20.
21.
22.
23.
24.

25.
26.
27.
28.
29.

for j=1to records.lengthl do
if win[1] NOT IN skipRecords then
numbDupl i cat e #nuibebof detected duplicates */
numCompar i s o fsumberdcomparisons */
k Y 2
[* iterate over win to find dup. of rec win[1] */

while k _ win.length do

[* check if record pair is a duplicate */
if isDuplicate (win[1] , win[k] ) then
emit duplicate pair (win[1] , win[K])
skipRecords.add ( win[k] )
numDuplicates Y numbDuplicates
[* increase window size from k by-W records */
while win.length < k+w1 and j + win.length < records.length do
win.add (records [ j + win.length + 1] )
end while
end if
numComparisons Y numComparisons+
[* potentially increase window size by 1 */

if k =win.length andgl+ k < records.length and (numDuplicates /

numComparisons ) @ then

win.add (records [j + k 1])
end if
k Y k + 1
end while
end if

/* slide window */

win.remove(1)

if win.length<w and |+ k < records.length then
win.add (records [j + k1])

else /* trim window to size w */

while win.length > w do
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30. win.remove (win.length) /* remove last record from win */
31. endwhile

32. endif

33 Y + 1

34.endfor

35. calculatetransitive closure.

Figure 3.3Duplicate Count Strategy-Multi Record Increase Algorithm

3.4.3.2 Matching Criteria

This system uses the publicati¥ML Coradataset, which stores bibliographic
information in various fields of scientific publications papers. And comparisons
between the records within that dataset are performeddaegoto four matching
criteria. That is, similarity between these criteria is computed using dynamic
programming algorithms.

The most data fields in aoa publication record are the freext strings. To do
string comparison, this system uses an edit distance dynamic programmingpgori
And there are four matching criteria for the system:

1 E(Key) = String edit distance of key field

1 E(Title) = String edit distance of title field

1 E(Author) = String edit distance of author field
1 E(Date) = String edit distance of date field

3.4.3.3 Simliarity Measuring

Similarity measuring must benplementedfor field matching and string
matching. There arevarious algorithms to use sticas Edit DistangeN-grams
algorithm, Smith Waternan algorithm, Jaro algorithrand Tet Similarity Measure
algorithm.Among them, this system uses the Edit Distance (or) Levenshtein Distance

algorithm as it is a widely used metric to defthestring similarity

Levenshtein Distance Algorithm Levenshtein distance is a metric for
measuring the amount of differenceween two sequences. The Levenshtein distance

between two strings is defined as the minimum number of eeltsssaryo transform
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one string into the othestring with the allowable edit operatiorsich as insertion,

deletion andsubstitution of a single haracter. Typographical errors stem from

mistyping ("hte" vs. "the") whereagnitive errors are actual mistakes. It is also

relatedto note that spelling errors can be singl@@merouserror misspellings. In this

system, Levenshtein Distance Algorithm is used for checking the words.

For example, the Levenshtein distance between "survey" and "surgery" is 2,

since these two edits change atiénginto the other and there is no way  itlwith

fewer than two edits:

For example, v = survey

w = surgery

Levenshtein distance d (v,w) = 2
Similarity Score =+ (2/7)=0.71

survey

surgey

surgery

substitute (+1)
insert (+1)

d (v,w) = minimum number of elementary operations to transform v => w.

Let P be ws p

Vs p matrix whereD  represents the minimum

numberof operations to matclb FO 8 PO with 0 O B O . The matrix P is

constructed as follows:

Table 3.4shows the example of distance matrix using Levenshetin's Algorithm

and Figure 3.4 shows the Levenshtein Distance Algorithm.

Table 3.4Sample Distance Matrix using Levenshte 6 s

S U R V E Y

0O 1 2 3 4 5 6

S 1 0 1 2 3 4 5

U 2 1 0 1 2 3 4

R 3 2 2 0 1 2 3

G 4 3 3 1 1 2 3

E 5 4 4 2 2 1 2

R 6 5 5 4 3 2 2

Y 7 6 6 ) 4 3 2
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int LevDistance (Strl, Str2)
{
for i from O to lenStr1
dfi, 0] ;=i
for j from O tolenStr2
do, j] =]
for i from 1 to lenStrl
for j from 1 to lenStr2
if strl [i] ==str2 [j] thencost:=0
else cost :=1
dfi, j] := minimum  (
dfi-1,j] + 1, /[ deletion
dfi, j-1] + 1, /I insertion
d[i-1, j-1] + cost // substitution
)
return d[lenStrl, lenStr2]
}

Figure 3.4 Levenshteinds Distance

Field Similarity : Let X and Y be records ar’™® 'O [8 'O be the tokens of the
corresponding fields in record X. The #mis of the fields in record Y be
"0 PN B FO . For calculatingthe field similarity, each toke™™ , p  Q & is

compared with toker™™,p  "Q & . The feld similarity for X and Y

"Y' Qaomhd B Q B "Q7T& a (3.1)

Record Similarity: Assumea database has fielcOF'OFOR8 'O with field

weightage« Fow Fo 8 Fo respectivelyThe record similarity for X and Y
B "YQaohy (3.2)

In the proposed system, Equation 3slusedto computethe similarity values
of Key, Title, Auhor and Date between two fields. Equation 3.2 is used to compute the

similarity valueof recordsThe field weightages are assigned as 0.2 in Key, 0.5 in Title,
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0.2 in Author and 0.1 in Date. Our field sinmitst threshold except date field and record
similarity threshold such as 0.7 are duplicate records by using Equation 3.2 and
therefore, it should be merged. If the similarity score is equal to one, the two records
are a perfect match. If a record pair laasmilarity valuethat isequal orhigher than

thesimilarity threshold, it is considered as duplicate records, otherwisdupitate.

Table 3.5and Table 3.6 showhe sample calculatienof similarity score
between recordby using Equation 3.1 ar@l2 with threshold 0.7In Table 3.5, lte
resulting similarity scorebetween R1 and RB less tharthe similarity threshold.

Thereforethe systemassumed that R1 and R2 a@tduplicated records.

Table 3.5Sample Calculation of Similarity Score in Two Records (R1, R2) with
Threshold 0.7

Aut ho/ Dat Titl e Key

Robot s
R1 C. RayA/l1992 Manuf adCRYS92R
Aut omat
A spati
mo d e | C
R2 S.Benf|1993/linteracgSBNF94YV
| arge
environ

Levenshtei

Di st ance 9 1 44 9

i P4 K 0.109 (?'7;(?/00.28 (20.1(10%
0.75

. _ 0. 19 = 0.28 *

{ipd K T |p. 038 8'(1)70_14 0.1 =0

B: {ipq H #:=0.038 + 0.075 0+ 207.314 +
(resulNdinp!| ipaat ¢

In Table 3.6, theesultingsimilarity score is equal to the similarity threshold
0.7. Therefore, R3 and R4 areeduplicated records.
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Table 3.6 Sample Calculation of Similarity Score inTwo Records (R3, R4) with
Threshold 0.7

Aut hag Dat e Titl € Key
R3 A. Brucgl1994 Godalirel ABRC94G
Cl assif
Using |

Mac hi n g
Deci si

Trees.

R4 C.Brodl1994 GodalirelCBRD94G
Cl assif
Using |

Mac hi né
Deci si ¢
Trees.
Levenshteib 0 0 2
Di st ance

0.45(41(10(1(100%)0.02 (8

+/0.45 *1 * (1 * 0.40.02 *
0.009 0.1 . 004

B: {ipq H 7 = 0.09+0.1+0.5+0.004 6.694

(result: Duplicate pair)

o

Table 3.7 shows the summary adlculationsin Table 3.5 and Table 3f6r
sample records such as R1, R2, R3 andTRéle 3.7 displays the similarity score of
each field between two records atiebn the systenassume thatthe records in a
comparison as duplicate record or not by usj Equation 3.2 for calculation of record

similarity.
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Table3.7 Example ofField Similarities and Record Similarities

RID | RID | Author | Date | Title | Key ) Jipi oo Result
Sim | Sim |Sim | Sim PR AT
Non
Rl1 |R2 |0.038 |0.07/75/0.14 |0.02 |0.3 duplicate
pair
Duplicate
R3 | R4 |0.09 0.1 0.5 |0.004|0.7 .
pair

3.5 Performance Evaluation

In this system, the performance of the algorithm is measured Reuzl|,
False Positive Error(FP),False Negative Error(FN) andPrecision

Recall

The percentage of duplicate recolidsthat the system correctly identifies.

Recall percentage is computed by following equation:

Recall = primtp (3.3

False Positive Error (FP)

The percentage of records incorrectly identified as duplicates. FP percentage is

defined as the equation:

FP = pnintbp (3.9

False Negative Error (FN)

The percentage of duplicate recoidshat the system does not dete€eh

percentage is computed by following equation:
FN =100% Recall (3.5
Precision

The percentage of information reportedelsvant by the system that is correct.

Precision percentage is defined as the equation:

Precision = 100% FP (3.6
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CHAPTER 4

IMPLEM ENTATION OF THE PROPOSED SYSTEM

In this systen, the possible duplicatecords inXML Cora publication dataset
are deected by using the DCS++ approach &amyenshtein distance algorithm. The
data preparation step must be done before duplicate detection. Andtlibea
preprocessed records become the input to duplicate detection process. According to the
proposed apprah, key creation process must be performed fitstlgort the records
in dataset. These sorted records are used in field matching and record matching to detect
as duplicate pairs.

This chapter describes the software and hardware requirements for
environmental setup before running the system, the program interface designs for each
step of data preparation process such as data parsing, data standardization and proposed
duplicate records detection process. After that, based on the resthliesdcoiplicate
detection process, performance evaluation of the systdesibed

4.1 Experimental Setup
In order to evaluate the gosed algorithms, install XAMPR7] on Windows
or OS X. Apache service is startedtire XAMPP Control Panel as a local server
XAMPP is the most populan web development environment. XAMPP istatally
free, easy to install Apache distribution containingisiaB, PHP, and Perl. Thapen
source packagef XAMPP has been set up to ba&tremelyeasy to install and to use.
The exgrimental environments are as follows:
1 Hardware configurations
- Opemating System: Windows 81acOS Catalina
- CPU: Core i5@3 GHz
- Memory: 8 GB

1 Software requirements
- XAMPP version: 7.3.0 64 bit, and
- PHP version: 7.3.0
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4.2 Implementation of theSystem
When the system is starteitl,appearsas shown in Figure 4.1t shows the
buttons that are representing each step of the duplicate record detection process and the
process of changing window size and similarity threshold for getting diffezsults
The About menu section shows overview of the proposed system and algorithms
that are used in this systeAnd, the last menu of the syste@pntactmenu,allows us

to view theinformation of our university.

Figure 4.1 shows the Home Pageyéhare five buttons to view each process of
duplicate record detection in the proposed system. RaasBt button shows the parsed
Cora data records in a table form, Standardized Dataset button shows the standardized
data fields, Extract Keys button pretethe keys in key creation, Sorting Keys button
represent the process of sorting phase before applying the duplicate detection and
Duplicate Detection button shows the final getting resuttatéction process onota

dataset with preset window size amahitarity threshold value.

In the changing window size and threshold section, the user can select the
provided window size and the similarity threshold value for testing different detecting
results instead of using default values. The domain expertsttsgtidgnerally the
window size is mostly used between 10 anthdDCS++ algorithm for record matching
and the threshold value ranging from 0.5 to 0.9 with the gap of 0.1 is used in
Levenshtein Distance algorithm for field matching of eacloneclf the wser did not
set these values, the system uses the default or best practice values such as 20 for

window size and 0.7 for threshold value.
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DUPLICATE RECORD DETECTION MOME ~ ABOUT  CONTACT

@ @ ‘:: . .J’
Raw Dataset Standardized Dataset Extract Keys
7> 3t
/7
Sorting Keys Duplicate Detection

Changing Window Size & Threshold

The default Window Size is 20. The default similarity theeshold is 0.7,
Generally window size is mostly between 10 and 30,
The threshold value for levenshtein distance algorithmcan 5et 0.5,0.6,0.7.08.0.9.

Select Window Size: 20 (defauit)
Select Threshold: 0.7 (default) n

Figure 4.1 Main Section of the ProposedSystem

If the userclicks Raw Dataset Button from Home Page, the system shows the
parsedrecords in a table form by parsing the data frdML Cora dataset into
corresponding records. There are a total number of 1879 records in the dataset as shown

in Figure 42.
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RAW DATASET
c— * —

N of records - 1879

" Poatay | TPy

Figure 4.2 Raw Dataset in Table Form

If the useclickst he AVi ew XML Cora Dataset o

the system appears with ttetaileddescription oiXML Cora datasetn the

document tree ashown in Figure 4.
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<l-- Data All Final 1879 =-->
v <CORA>
V<NEWREFERENCE id="1">
ahlskogl994a
v<author>
M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M. Fahlman, O.
</author>
<title>Inganas and M.R.</title>
<journal>Andersson, J Appl. Phys.,</journal>
<volume>76,</volume>
<pages>893,</pages>
<date>(1994).</date>
</NEWREFERENCE>
Y<NEWREFERENCE id="2">
ahlskogl994a
v<author>
M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M. Fahlman, O. Inganas and M.R. Andersson,
</author>
<journal>J Appl. Phys.,</journal>
<volume>76,</volume>
<pages>893,</pages>
<date>(1994).</date>
</NEWREFERENCE>
Y <NEWREFERENCE id="3">
ahlskogl994a
v<author>
M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M. Fahlman, 0. Inganas and M.R. Andersson,
</author>
<journal>J Appl. Phys.,</journal>
<volume>76,</volume>
<pages>893,</pages>
<date>(1994).</date>
</NEWREFERENCE>
V<NEWREFERENCE id="4">
ahlskogl994a
v<author>
M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M. Fahlman, 0. Inganas and M.R. Andersson,
</author>
<journal>J Appl. Phys.,</journal>
<volume>76,</volume>
<pages>893,</pages>
<date>(1994).</date>
</NEWREFERENCE>

Figure 4.3 Cora Publication Xml Dataset

If the userclicks the Standardized Dataset Button froine Home Page, the
system standardizes the fields Name, Date and Title. Author Name is standardized as
First and Last by extracting the only first author and formaitimgo thefirst character
of first name, (.) dot and last name only. Date field is standardized by extracting only
the year. Title field must ndie the empty string. Figure 4shows the standardized
records in a table form by standardizing the data from p&setldataset.
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Figure 44 Standardized Dataset

If you click the Extract Keys Button frotme Home Page, the system presents
the list of records with created keys. In ordedtoduplicate detection, first tHeey
creation process must be performed. In the key creationgm,oitee system creates a
key for each record by combining the first letter of first name, three consonants of last
name, last two numbers of date and four consonants of title values after prepgocess
stage as shown in Figure 4.bhe system needs a kegr feachrelevantrecord in

detecting near duplicates.

EXTRACT KEYS

L3 i srunncy "4 g wns M 8 L VRNTNT
| * Eabot

L3 5 Scrtre 1993 A gnetiad mesdel of rder mten ¢ wrge SENFYISPTL

LE}

L= 5 L

L& 3 e 1 wr § omarteren in C ot s S AT AN

ns 5 B minz Nor Pt Vi realiTy a0

R0 o O el Actress: s mton semartics Seested DeAWYIC TR

Figure 4.5Key Creation
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If the userclicks the Sorting Keys Button frorthe Home Page, the system
shows the sorted record list by ordering the records according to the sorting keys which
get from the ky creation proces®uring the sorting phasall matching or possible
duplicate recordperformclose to each other in thecagd list as shown in Figure 4.6

RID Flest Name Last Name Date Titke Sorting Ney

R129% A 2] l if 9% uNng ARSCWMGLDR
Lises
R1288 A Cleeteman 15e% Finite state automata and simgle ACLRESFNTS
" two
23 A Dermpster 1977 Mardmum Ivebhood trom incomplete ADWMETINMM
dut tas EM adgorith
R2a A Defrgster 1¥77 M rraurs [inefhood trom incoogplete ADMPTIMXMM
w M

K2sz A Cranry ok 1992 M ADNYSISMLL
R128) A Daeryphh 1593 ADNYPISMLL
K1000 A ow 1¥ ADWFINSTN
R1347 A Matva 1957 Arre§ LFP
R1346 A Metra 1990 Self-gerane A ATsLI P

Figure 4.6 Sorting Keys

After sorting, a duplicate detection process can be performed. During the
duplicate detection, the system uses the Levenshtein Distance algorithm to compute the
similarity values between records. By using the DCS++ algorithm, this system reduces
the numbepf record comparisons by skipping the windows for duplicates.

Five threshold values (0.5, 0.6, 0.7, 0.8, and 0.9) are used to test the duplicate
records in cora publication XML dataset. The main purpose of this is to evaluate
performance of this systermhe similarity values of records are greater than threshold
value, and then theseaords are duplicated and storeda duplicate list. If the user
wants to do duplicate detection, he/she can choose the desired threshold value and
window size, and then ¢hsystem will display the result according to the user selected

window size and threshold asasvn in Figure 4.7
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DUPLICATE DETECTION USING DCS++

ALGORITHM
*
Total Preprocessed Records | 1841
Duplicate Records | 1760 Window Sze : 20
Unigue Records - 81 Theeshold : 0.7

L 2%. ) sy [ Drage 1994 Gow Arectad Class boastion Uwng BORFRCLDN
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| R12en Ry n Div o 1994 Conal Sosqtagdiiaaes o e BOESSAC D

Figure 4.7 Duplicate Record Detection

4.3 Experimental Result

The proposedsystem evaluates the performanceGnra publication dataset

which contains 1,879 records. The performance of the system is evaluated according to

the percentages such as Recall, False positive error (FP), False negative error (FN) and

Precision. The evaluation of the system is performed by ranging the threshold value

from 0.5 to 0.9 with the gap of 0.1. The window size is set tiffterent window sizes

10,20 and 8 for evaluation.

Figure 4.8 Figure 49 andFigure 4.10show the execution results of the system

for five thresholds (0.5, 0.6, 0.7,80.0.9) withdifferentwindow size 10,20 and30.
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Execution Results of DCS++ with Levenshtein Distance
Algorithm (Window Size = 10)

2000 18413790 18411771 1841, 759 1841 4,0 1841,

No. of Duplicates

2000 18413790 18411775 18411760

No. of Duplicates

No. of Duplicates

o

o

1500
1000
50
51 70 83 93 135
— — I [ | !
0.5 0.6 0.7 0.8 0.9

Threshold (Ranging from 0.5 to 0.9)

m All Records mDuplicates ® Non Duplicates

Figure 4.8 Execution Results with Window Size 10

Execution Results of DCS++ with Levenshtein Distance
Algorithm (Window Size = 20)
1841, 5 1841 .o

1500
1000
50
51 66 81 91 126
— — I [ ] !
0.5 0.6 0.7 0.8 0.9

Threshold (Ranging from 0.5 to 0.9)

o

o

m All Records ®Duplicates ®Non Duplicates

Figure 4.9 Execution Results with Window Size 20

Execution Results of DCS++ with Levenshtein Distance
Algorithm (Window Size = 30)

2000 18411791 18411777 18411761 18411754 18417771

1500
1000
50
50 64 80 87 120
— — — — .
0.5 0.6 0.7 0.8 0.9

Threshold (Ranging from 0.5 to 0.9)

© o

uAll Records ®Duplicates ®Non Duplicates

Figure 4.10Execution Results with Window Size 30

40



Figure 4.11shows the results of performance evaluatisith the percentage of
recall, FP, FN and precisidyy definingtheinitial window size 20 andive threshold
values (0.5, 0.6, 0.7, 0.8, 0.9 the proposed approach, the percentage values of recall
and precisiorarehigh. Also, the percentage vatuaf FP and FNareless in threshold
values (0.5, 0.6, 0.7). Therefore, it determines that this systentifies duplicate
records being correctly in threshold values (0.5, 0.6, 0.7). Although the percentage
values ofprecision and FP are good in thresheddlies (0.8 and 0.9), other percentage
values of recall and FN are not good because the percentage of duplicate records being
correctly identified by the system is less.
The system assumes that the threshold values (0.5, 0.6 and 0.7) are better than
othe threshold values (0.8 and 0.9) for duplicate detection because these are less in the
percentage of FP, FN and high in the percentage of precision and recall. Among them,

we assume that threshold value 0.7 is the best result for duplicate detection of thi
system.

DCS++ Algorithm with Levenshtein Distance Algorithm
(Window Size = 20)

100 +
90 +-
80 +
70 +-
60 +
% 50+
40 +
30 +
20 +
10 7
0 <
0.5

m Recall %
u FP%
FN%

® Precision%

06
Threshold (Ranging from

0.5

0.6 0.7 0.8 0.9
m Recall % 100 96.55 100 81.4 77.36
EFP% 1.02 0.97 0.83 0.62 0.38
FN% 0 3.45 0 18.6 22.64
® Precision? 98.98 99.03 99.17 99.38 99.62

Figure 4.11 Performance Evaluation of Duplicate Detectiowith Window Size 20
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CHAPTER 5

CONCLUSION

In thissystem DCS++ algorithm is used to detect possible duplicates in the cora
publication of the dataset. Then, Levenshtein Distance algorithm is used for field
matching of each record. The system was designed and implemented with PHP
programming language on MacOBdaWindow platforms. The main objective of the
system is to clean data for making business decisions and to reduce time and storage
cost for data warehouses by using data cleaning methodology. Using the performance
evaluation formulae, thevaluation ofsystem performance talculatedbased on the
five threshold values. And the better result is the higher the percentage of precision and
recall andthenthe less inthe percentage of FP and FN. Therefarging the results
from the threshold valuetefinedin theearliertable and chart, it can be concluded that
the threshold value 0.7 is the best threshaldefor duplicate detectiom publication
datasetusing the DCS++ Algorithm. DCS ++ detects more duplicates by adding the
next w1 records of this dulicate to the window for each detected duplicate. This
system has exceeded using a fixed window size. Time is critical in data cleaning of a
large database. Usage of duplicate detection DCS++ method is to reduce the time taken
on each comparison by skimgi windows for duplicates. To sum up, by cleaning
duplicate records in a dataset, it can be useec@fkly in decision makingjuery
analysis andchievinghigh quality dataset. Benefits of the System are

1 improving the data quality,

1 reducing thesearting time for finding the desired data,

1 reducing theextra space in memory due to record duplication and

1

helpng in mining the desired data easily.

5.1 Limitations and Further Extensions

There are some limitations in the proposed system. This systerontabe
used in a homogeneous source dataset such as XML format bacaemse the key
creation for some fields of the dependent domain and some changes are also required
to reuse this algorithm for other datasets. If a user wants to test for oteatdaither
than publication datasets, there is a separate process for parsing and normalization

necessary. Therefore, it is limited to testing with a dataset from an independent domain

42



and it cannot handle the heterogeneous source of data. The goal ®fstem is to

detect duplicate records in cora publication xml dataset. Other duplicate elimination
systems can reference this system in the future as an improvement. Another area of
future work lies in heterogeneous sources of publication datasets noairdo

independent data cleaning.
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APPENDIX A: OUTPUT DATA OF PROPOSED SYSTEM

In this section, the 20 objects ML Cora dataset, the output of dataset in data
preparation including data parsing, data standardization and the output of duplicates in

duplicate record detection system are presented as the saamtplefdstep by step
procedures.

XML Cora Dataset

<CORA>
<NEWREFERENCE id="1">
ahlskog1994a
<author> M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M.
Fahlman, O. </author>
<title> Inganas and M.R. </title>
<journal> Andersson, J Appl. Phys/journal>
<volume> 76, </volume>
<pages>893,</pages>
<date> (1994). </date>
</NEWREFERENCE>
<NEWREFERENCE id="2">
ahlskog1994a
<author> M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M.
Fahlman, O. Inganas and M.R. Andersson, </author>
<journal> J Appl. Phys., </journal>
<volume> 76, </volume>
<pages>893, </pages>
<date> (1994). </date>
</INEWREFERENCE>
<NEWREFERENCE id="3">
ahlskog1994a
<author> M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M.
Fahlman, O. Inganas and M.Rndersson, </author>
<journal> J Appl. Phys.,</journal>
<volume> 76, </volume>
<pages>893, </pages>
<date> (1994). </date>
</NEWREFERENCE>
<NEWREFERENCE id="4">
ahlskog1994a
<author> M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M.
Fahlman, O. Inganas and M.R. Andersson,</author>
<journal> J Appl. Phys., </journal>
<volume> 76, </volume>
<pages>893, </pages>
<date> (1994). </date>
</NEWREFERENCE>
<NEWREFERENCE id="5">
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ahlskog1994a
<author> M. Ahlskog, J. Paloheimo, Hu8b, P. Dyreklev, M.
Fahlman, O. Inganas and M.R. Andersson,</author>
<journal> J Appl. Phys., </journal>
<volume> 76, </volume>
<pages>893, </pages>
<date> (1994). </date>
</NEWREFERENCE>
<NEWREFERENCE id="6">
ahlskog1994a
<author> M. Ahl&og, J. Paloheimo, H. Stubb, P. Dyreklev, M.
Fahlman, O. Inganas and M.R. Andersson,</author>
<journal>J Appl. Phys., </journal>
<volume> 76, </volume>
<pages>893, </pages>
<date> (1994). </date>
</NEWREFERENCE>
<NEWREFERENCE id="7">
ahlskog1994
<author> M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M.
Fahiman, O. Inganas and M.R. Andersson,</author>
<journal>J Appl. Phys., </journal>
<volume> 76, </volume>
<pages>893, </pages>
<date> (1994). </date>
</NEWREFERENCE>
<NEWREFERENCE id="8">
ahlskog1994a
<author> M. Ahlskog, J. Paloheimo, H. Stubb, P. Dyreklev, M.
Fahlman, O. Inganas and M.R. Andersson,</author>
<journal> Journal of Applied Physics, </journal>
<volume> 76, </volume>
<pages>893, </pages>
<date>(1994). </date>
</NEWREFERENCE>
<NEWREFERENCE id="9">
asfahl1992a
<author> C. Ray Asfahl. </author>
<title> Robots and Manufacturing Automation. </title>
<publisher> John Wiley and Sons, </publisher>
<address> New York, </address>
<note> second edition, </note>
<date> 1992. </date>
</NEWREFERENCE>
<NEWREFERENCE id="10">
benford1993a
<author> Steve Benford and Lennart E. Fahlen. </author>

<title> A spatial model of interaction in large virtual environments,
<ftitle>

<booktitle> InProceedings of ECSCW'93, </booktitle>
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<address> Milan, </address>
<date> 1993. </date>
</NEWREFERENCE>
<NEWREFERENCE id="11">
benford1994a
<author> Benford, S., and Fahlin, L. </author>
<date> (1994), </date>
<title> Viewpoints, Actionpointsrad Spatial Frames for Collaboratiye
User Interfaces, </title>
<booktitle> 6th ERCIM workshop, </booktitle>
<date> June 1994, </date>
<address>Stockholm. </address>
</NEWREFERENCE>
<NEWREFERENCE id="12">
benford1995a
<author> Benford, S., Bower3,, Fahin, L., Greenhalgh, C., and
Snowdon, D., </author>
<title> User Embodiment in Collaborative Virtual Environments,
</title>
<booktitle> in Proc. ACM Conference on Human Factors in
Computing Systems (CHI95), </booktitle>
<date> May 711, 1995,4date>
<address> Denver, Colorado, USA. </address>
</NEWREFERENCE>
<NEWREFERENCE id="13">
benford1995a
<author> Benford, S., Bowers, J., Fahlen, L.E., Greenhalgh, C.,
Snowdon, D. </author>
<date> (1995). </date>
<title> User Embodiment i€ollaborative Virtual Environments.
</title>
<booktitle> In Proceedings of CHI95, </booktitle>
<pages> 24249. </pages>
</NEWREFERENCE>
<NEWREFERENCE id="14">
benford1995a
<author> Benford, S., Bowers, J., Fahlen, L.E., Greenhalgh, C.,
SnowdonD. </author>
<title> User Embodiment in Collaborative Virtual Environments.
<[title>
<booktitle> In Proceedings of CHI95, </booktitle>
<volume> 242 249. </volume>
<date>1994.</date>
</NEWREFERENCE>
<NEWREFERENCE id="15">
benford1995b
<author>Steve Benford, John Bowers, Lennart Fahlen, Chris
Greenhalg, John Mariani, and Tom Rodden. </author>
<title> Networked Virtual realitty and Cooperative Work. </title>
<journal> Presence,</journal>
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<volume> 4(4) </volume>
<pages> 364886, </pages>
<date> 1995. </date>
</NEWREFERENCE>
<NEWREFERENCE id="16">
brown1992a
<author> Brown, D. F., Moura, H. and Watt, D. A. </author>
<date> (1992b), </date>
<title> Actress: an action semantics directed compiler generator,
<ftitle>
<editor> in U.Kastens and P. Pfahler, eds, </editor>
<booktitle> "Proceedings of the International Workshop on Comp
Construction (CE2)', </booktitle>
<note>Vol. 641 of Lecture Notes in Computer Science, </note>
<publisher> Springe¥erlag, </publisher>
<address> Paderborn, Germany, </address>
<pages> pp. 3409. </pages>
</NEWREFERENCE>
<NEWREFERENCE id="17">
brown1992a
<author> Brown, D. F., Moura, H. and Watt, D. A. </author>
<date> (1992b), </date>
<title> Actress: an action semantics diegttompiler generator,
<ftitle>
<editor> in U. Kagens and P. Pfahler, eds, </editor>
<booktitle> "Proceedings of the International Workshop on Comp
Construction (CE2)', </booktitle>
<note>Vol. 641 of Lecture Notes in Computer Science, </note>
<publisher> Springe¥erlag, </publisher>
<address> Paderborn, Germany, </address>
<pages> pp. 3309. </pages>
</NEWREFERENCE>
<NEWREFERENCE id="18">
brown1992a
<author> D. F. Brown, H. Moura, and D. A. Watt. Actress: </authg
<title> anaction semantics directed compiler generator. </title>
<editor> In U. Kastens and P. Pfahler, editors, </editor>
<booktitle> Proceedings of the 4th International Conference on
Compiler Construction (CC'92), </booktitle>
<note>volume 641 of Lecture k&s in Computer Science, </note>
<pages> pages 909, </pages>
<address> Paderborn, FRG, </address>
<date>October 1992. </date>
<publisher> SpringeVerlag. </publisher>
</INEWREFERENCE>
<NEWREFERENCE id="19">
buth1992a 5.
<author> B. Buth, kH. Buth, M. Franzle, B. v. Karger, Y.

ler

ler

r>

Lakhneche, H. Langmaack, and M. Mulelm. </author>
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<[title>

<title> Provably correct compiler development and implementatiop.

<editor> In U. Kastens and P. Pfahler, editors, </editor>
<booktitle> Compiler Costruction, </booktitle>

<note>volume 641 of Lecture Notes in Computer Science. </note
<publisher> Springe¥erlag, </publisher>

<date> 1992. </date>

</NEWREFERENCE>
<NEWREFERENCE id="20">

buth1992a 6.

<author> B. Buth et. al., </author>

<date> 1992, </date>

<title> Provably Correct Compiler Implementation, </title>
<editor> in U. Karstens and P. Pfahler (eds.) </editor>
<booktitle> Compiler Construction, </booktitle>
<publisher> Springer Verlag, LNCS 641, </publisher>
<pages> ppl41-155. </pages>

</NEWREFERENCE>

</CORA>

=)
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ParsedDataset
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Standardized Dataset
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