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ABSTRACT 

Every day, there are issues on many job-calling websites on the 

internet. Some of the jobs advertised online are actually fake jobs that 

lead to the theft of sensitive information. So it needs to be identified. 

Using the term frequency inverse document frequency (TF-IDF) method 

and the K-Nearest Neighbor (KNN) algorithm, the system detects fake 

job postings. TF-IDF is one of the statistical techniques for calculating 

the importance or score of each word in a document. In order to extract 

features, TF-IDF is employed. The purpose of this system is to classify 

real or fake jobs by using the KNN classifier. This system is implemented 

using 17866 jobs as the Fake Job Posts detection dataset. The accuracy of 

the proposed system is measured by using a confusion matrix (precision, 

recall, and F-Measure). The experiment results have been many times 

used with the existing actual data by using K-Nearest Neighbor algorithm 

with K value changes (K=1, 3, 5, 7, 9). According to the comparison 

results, the proposed system has achieved high accuracy many times.  

 

 

 

 

 

 

 

 

 



iv 
 

CONTENTS 

 Pages 

ACKNOWLEDGEMENTS i 

STATEMENT OF ORIGINALITY ii 

ABSTRACT iii 

CONTENTS  iv 

LIST OF FIGURES vii 

LIST OF TABLES ix 

LIST OF EQUATIONS  

CHAPTER 1   INTRODUCTION 1 

                         1.1 Objectives of the Thesis 2 

                         1.2 Motivation of the Thesis 2 

                         1.3 The Overview of the Proposed System 3 

                         1.4 Related Works 3 

                         1.5 Organization of the Thesis                                            4 

CHAPTER 2   BACKGROUND THEORY  5 

                         2.1 Overview of Machine Learning  5 

                         2.2 Common Classification Algorithms  10 

                                2.2.1 Support Vector Machine Algorithm 11 

                                2.2.2 Decision Tree Algorithm 12 

            2.2.3 Artificial Neural Network Algorithm  14 

                                2.2.4 Random Forest Algorithm                     14 

                                2.2.3 K-Nearest Neighbor Algorithm 15 

                         2.3 Text Classification         20 

                                2.3.1 Term Weighting Schemes(TF-IDF method) 21 

CHPTER 3      ARCHITECTURE OF THE PROPOSED  

                          SYSTEM 
23 

                         3.1 Methodologies of the System 23 

                               3.1.1 K-Nearest Neighbor Algorithm 23 

                         3.2 Proposed System Design 26 



v 
 

                         3.3 Sample Case Study of the Proposed System 28 

                               3.3.1 Datasets 29 

                               3.3.2 Preprocessing 30 

                               3.3.3 Feature Extraction 35 

                         3.4 Evaluation Performance 40 

                               3.4.1 Cross Validation 41 

CHAPTER 4   IMPLEMENTATION AND EXPERIMENTAL 

                          RESULTS 
42 

                         4.1 System Implementation 43 

                               4.1.1 Load Training Data 43 

                               4.1.2 Data Combination 43 

                               4.1.3 Data Cleaning and Stemming 44 

                               4.1.4 Feature Extraction using TF-IDF 45 

                               4.1.5 Load Test Data 46 

                               4.1.6 Test Feature Extraction with instances 46 

                               4.1.7 Evaluation Using Test Data 47 

                               4.1.8 Evaluation Using Cross Validation 48 

                          4.2 Experimental Results 49 

CHAPTER 5   CONCLUSION  51 

                         5.1 Advantages of the System 51 

                         5.2 Further Extensions 52 

AUTHOR PUBLICATIONS 53 

REFERENCES 54 

 

 

 

 

 

 

 

 



vi 
 

LIST OF FIGURES 

 

  Pages 

Figure 2.1 Machine Learning Algorithms  7 

Figure 2.2 Supervised Learning Algorithms  8 

Figure 2.3 Unsupervised Learning Algorithms  9 

Figure 3.1 K-Nearest Neighbor Algorithm 25 

Figure 3.2 Sample Classification of KNN 26 

Figure 3.3 Overview Design of the System 27 

Figure 3.4 Sample real or fake jobs prediction datasets 28 

Figure 4.1 Main Page of the System 42 

Figure 4.2 Load Training Data 43 

Figure 4.3 Preprocessing step of Data Combination 43 

Figure 4.4 Training Data Cleaning and Stemming 44 

Figure 4.5 Feature Extraction of each word 45 

Figure 4.6 Weight calculations on Training data 45 

Figure 4.7 Testing Data Loading 46 

Figure 4.8 Instances of Test Feature Extraction 46 

Figure 4.9 Evaluation Using Test Data with K=1 47 

Figure 4.10 Evaluation Using Test Data with K=3 47 

Figure 4.11 Evaluation Using Test Data with K=5 48 

Figure 4.12 9 fold cross-validation result 48 

Figure 4.14 Experimental Results with Different Datasets 49 

 

 

 

 

 



vii 
 

LIST OF TABLES 

  Pages 

Table 3.1 Contents of the dataset's description 29 

Table 3.2 Examples of Training Data 32 

Table 3.3 Distance between training jobs and testing job 38 

Table 3.4 The category of the nearest neighbors 39 

Table 4.1 Experimental Results of Analysis 49 

Table 4.2 Sample example of 300 jobs with different K values  50 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 



viii 
 

LIST OF EQUATIONS 

  Pages 

Equation 2.1 Term Frequency Equation 22 

Equation 2.2 Inverse Term Frequency Equation 22 

Equation 2.3 
Term Frequency-Inverse Document Frequency 

Equation 
22 

Equation 3.1 Euclidean Distance Equation 25 

Equation 3.1 Precision Equation 40 

Equation 3.2 Recall Equation 40 

Equation 3.3 F-Measure Equation 40 

 



1 
 

CHAPTER 1 

INTRODUCTION 

The development of the internet has made the recruitment process a much 

quicker process. Additionally, the present pandemic has had a big impact on the way 

that people are hiring these days. Online recruitment has made it possible to find more 

applicants and streamline the recruiting process, and it has been very helpful in 

connecting the gap between employers and potential candidates. On the internet, job 

seekers can now quickly and easily apply to a wide range of jobs according to their 

specialization with simply a click of a button. With the aid of E-recruitment, 

businesses utilize a variety of internet-based solutions. Users can expand their job 

searches and find the best applicants by using online recruitment. This makes it easier 

for them to connect with qualified applicants from all over the world. When the client 

relies on online recruitment, it ends up hiring the best applicant. Companies can 

choose the most qualified candidates and improve efficiency by using tools like pre-

employment screening, personality assessments, and tests for candidate screening. 

Therefore, there is very little human influence in this process.  In terms of 

communication, online recruitment has a cost-effective advantage.  

However, some of these advertised positions are only fake jobs used as traps 

to take potential data instead of actual jobs. When candidates apply for these jobs, it's 

possible that their personal information will be stolen, or in some situations, their 

computers may be hacked to steal important information. Cybercriminals combine the 

victim's data and either resells it on the dark web for use by another, or continue to 

use for years. This fake job post detection attracts considerable attention for 

developing an automated solution for classifying fake jobs and reporting them to 

people to avoid applying for such jobs [4]. 

In the proposed system, the fake jobs can be detected and data theft can be 

avoided using Term Frequency-Inverse Document Frequency (TF-IDF) and K-

Nearest Neighbor algorithm.  This system consists of three steps: preprocessing, 

feature extraction, and identifying fraudulent job by the KNN classifier. Lastly, this 

system evaluates the accuracy with precision, recall and f-measure with different K 

values. 
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1.1 Objectives of the Thesis 

 The main objectives of this thesis are: 

• To apply K-Nearest-Neighbor algorithm for a fake job posting detection. 

• To study TF-IDF method which is used for the feature extraction of words. 

• To prevent stealing about personal information during looking for jobs. 

• To evaluate the performance of the classification fake jobs by using confusion 

matrix. 

 1.2 Motivation of the Thesis 

Nowadays, the process of online job recruitment is changing. On online job 

recruitment sites, employers advertise job vacancies, and applicants submit their 

applications online. It has been proved that this online hiring process is more time-

efficient and less stressful for both employers and job seekers. But as was already 

said, these processes have their disadvantages as well. There have been reports today 

of a number of crimes involving online recruiting. Many people had to face the loss of 

personal information as a result of this process. Scammers frequently post 

advertisements with enticing promises that attract people's attention to those 

manufactured posts. People frequently fall victim to this trap because people don't 

know enough about the issue. Such occurrences included monetary losses and the 

disclosure of confidential information, like bank account numbers, etc. [27]. 

Additionally, scammers are getting increasingly good at producing these adverts, 

making it challenging for people to distinguish between real and false posts. In some 

extreme circumstances, people may receive calls for interviews as a result of these 

ads, and may later be subjected to detrimental consequences. For the abovementioned 

reasons, it is now essential to confirm if a job posting is real or a fake. 
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1.3 The Overview of the Proposed System 

 Today, people are living in a digital age, and the internet is the main tool that 

this digital world uses. The internet is now used for everything, including banking and 

recharging out mobile phone balances. In the same way, the internet is regarded as the 

best resource both for applying and seeking jobs. Now people don't need to physically 

go from one office to another to collect job circulars or to apply for a job. With the 

use of the internet by sitting in their own home people can quickly seek for new jobs 

and apply within a few seconds. But just as everything has a positive and a negative 

side, so does this internet approach for hiring people. The most dangerous and 

threatening type of crime is cybercrime. 

 In this system, TF-IDF and KNN is utilized to categorize and detect real jobs 

or fake jobs in a dataset of job postings. In addition, it can be noted that, data cleaning 

is an important stage in this proposed system. The accuracy of the system is measured 

by confusion matrix. This system will give the better result in detecting the fake jobs 

or real jobs due to the combination of TF-IDF (feature extraction) and KNN 

algorithm. 

1.4  Related Works 

 Nasser et al. illustrated a number of machine learning classifiers, including 

Multinomial Naive Bayes, Support Vector Machine, Decision Tree, K Nearest 

Neighbors, and Random Forest in a text categorization problem,. The data contains 

both real and fake job postings. For feature extraction, the cleaned and preprocessed 

data were applied to TF-IDF. The evaluation metrics utilized are accuracy, precision, 

recall, and f-measure, with one attribute for description. Finally, the system made 

decision that Random forest classifier and K-Nearest Neighbor classifier achieved the 

highest recall [14]. 

 Alghamdi et al. created a model for identifying fraudulent job postings in 

online job ad systems. The authors had utilized the Employment Scam Aegean 

Dataset (EMSCAD) dataset on several machine learning algorithms. The 

methodology consists of three steps: preprocessing, feature selection, and classifying 

fraudulent by the classifier. In this stage, tags and one unnecessary noise are removed 
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from the data and added to the general text. Selective features are chosen with the use 

of a support vector machine and random forest classifier to reduce extraversion 

features that are underutilized. According to reports, the classification accuracy for 

detecting fraudulent job postings was 97.4% [7]. 

 Van Huynh et al. used deep neural network models that have been retrained 

using text datasets. The classification of IT-related jobs was done. Text CNN, Bi-

GRU CNN, and Bi-GRU-LSTM CNN were the models utilized. There are layers of 

convolution and pooling in the text CNN model, which is fully associated (Mujtaba et 

al., Mujtaba & Ryu). Layers were used during the training (convolution and pooling). 

This model uses the Softmax function for classification, and an ensemble classifier 

was used to increase accuracy.  According to text CNN, the reported accuracy was 

66%. BiGRU-LSTM CNN accuracy is 70% [26].  

1.5 Organization of the Thesis 

This structure of this thesis is five chapters, abstract, acknowledgement and 

references.  

In chapter 1, fake job post detection system is introduced. This chapter further 

discusses objectives of the thesis, the motivation, the system overview, related works, 

and organization of the thesis are described. In chapter 2, the fundamental of the 

machine learning techniques are described. Among the various types of machine 

learning classifier, Support Vector Machine, Decision Tree, K Nearest Neighbors, 

Artificial Neural Network Algorithm and Random Forest are briefly explained in this 

chapter. 

 In chapter 3, depicts the system design , datasets, Preprocessing, Feature 

Extraction, the K Nearest Neighbors and term weighting schemes (TF-IDF) method 

calculations are discussed. In chapter 4, expresses implementations and experimental 

results with figures are described. In chapter 5, the conclusion of the research work is 

presented. In addition, advantages and further extensions of the system are depicted. 
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CHAPTER 2 

BACKGROUND THEORY 

 The internet is filled with numerous job advertisements, even on the reputed 

job advertising and marketing sites, which never seem fake. But after the selection, 

the so-called recruiters start requesting the cash and the financial institution 

information. A large number of applicants fall into their lure and every so often lose 

their current paintings as well as a variety of cash. Therefore, it is higher to discover 

whether or not a process posting on the site is genuine or fraudulent. It is very 

difficult and nearly impossible to identify it manually. This proposed system apply 

machine learning to teach a version for fake task classification. It could be trained the 

usage of previous real and fake job postings, and it is accurate at identifying a 

fraudulent job [25]. 

The various machine learning algorithms based on labeled or unlabeled 

datasets are presented in this chapter. The background theory is briefly explained for 

several machine learning classifiers, including Decision Tree, Support Vector 

Machine, K Nearest Neighbors, Artificial Neural Network (ANN), Random Forest 

and text classification. 

2.1 Overview of Machine Learning  

Machine learning is one of the fastest growing areas of computer science, with 

a wide variety of approaches. It implies to the automated recognition of meaningful 

styles in information.   Machine learning tools are concerned with endowing programs 

with the capability to research and exchange. Machine Learning is becoming one of 

the foundations of Information Technology and with that, as an alternative relevant, 

albeit usually hidden, part of our life. With the ever increasing amount of information 

becoming to be had, there is a superb motive to count on that clever facts analysis 

becomes even greater universal as a necessary aspect for technological progress. 

There are many applications for Machine Learning (ML), the maximum significant of 

that is records mining. People are frequently at risk of making mistakes in the course 

of analyses or, may be, while attempting to set up relationships among numerous 

functions. Data Mining and Machine Learning are Siamese twins from which 
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numerous insights can be derived through suitable studying algorithms. There has 

been fantastic development in data mining and machine learning due to the 

development of clever and Nano era, which delivered approximately curiosity in 

finding hidden styles in records to derive value [19]. 

 The Machine Learning (ML) field manipulates computational programs 

which might be capable of imitating the getting to know system in humans. It has 

been used for predictive analytics in a number of industries, including the analysis of 

call patterns in telecommunications, diagnosis models in medical, and the analysis of 

substantial amounts of data for various reasons in theoretical research. Because of ML 

is considered as artificial intelligence, its fashions must be able to research, and reply 

to the changes in its surroundings, so it is able to offer solutions for all feasible 

circumstances. ML models learn by improving their performance based on past 

experience (training data). The majority of machine learning (ML) classification 

programs are learnt through supervision, supervised learning involves providing the 

model with already classified data, so learning makes progress by comparing the 

actual versus predicted class and adjusting their mathematical equations till it got 

proper margin between the real elegance and the anticipated one. In the other hand, 

there may be unsupervised gaining knowledge of, in which is not any labels (classes) 

provided, The model must find patterns within the supplied information, produce 

affordable labels, and then try to map training facts with those labels. 

 Supervised machine learning strategies applied on a text classification 

problem, which is have become an important studies subject matter because of the big 

amounts of textual content statistics and files that cope with online [8]. Machine 

learning is being applied to one-of-a-kind packages such as business intelligence, 

Facebook recommendation engines, human resource information systems (HRIS) and 

self-riding vehicles. Based totally on the information kind, i.e., labeled, or unlabeled 

records, there are numerous styles of ML algorithms; typically, these algorithms are 

accumulated into two classes: unsupervised and supervised learning. Figure 2.1 is 

shown the machine learning algorithms. 
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Figure 2.1 Machine learning Algorithms 

(i) Supervised Learning 

Supervised learning is the machine learning task of learning a characteristic 

that maps an input to an output depending on input-output pairs. It infers a feature 

from classified getting ready records along with a fixed of preparing instances. In 

supervised mastering, every example is a pair inclusive of an enter object and the 

desired output fee. This set of algorithms uses getting ready statistics to generate a 

function that maps the inputs to desired outputs (additionally referred to as labels). As 

an example, within the troubles of type, the gadget seems at instance statistics and 

uses it to arrive at a function mapping enter records into classes [8]. Supervised 

learning can be divided into two forms of problems: class and regression. Supervised 

learning algorithms are as shown in figure 2.2. 

(a) Classification: Classification is an approach for predicting the class of given 

records factors. Classes are once in a while known as objectives/ labels or 

classes. Jobs detection can be identified as a classification problem. There are 

only two labels as fake and real jobs. A classifier utilizes some training 

statistics to apprehend how given input variables relate to the elegance. In this 

example, regarded fake and real jobs need to be used as the training data. 
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When the classifier is trained accurately, it could be used to discover fake jobs 

[19]. Support vector machines (SVM), decision trees, random forest and K-

nearest neighbors are all common types of category algorithms. 

(b)  Regression: Regression is another kind of supervised learning method that 

uses a set of rules to apprehend the relationship between structured and 

impartial variables.  Regression is a system that allows modeling the non-stop-

valued capabilities. For that reason, the consequent regression model can be 

used to predict the unattainable of missing values for numerical facts more 

comfortably than magnificence labels of discrete statistics. A few famous 

regression algorithms are linear regression, logistic regression and polynomial 

regression. 

 

 
 

Figure 2.2 Supervised Learning Algorithms 

 

(ii) Unsupervised Learning 

Unsupervised learning is a kind of machine learning in which the calculation 

is not provided with any pre-assigned labels or ratings for the making ready facts. 

Unsupervised learning algorithms should first self-discover any evidently occurring 

patterns in those getting ready parameters. This set of calculation works without 

previously labeled statistics.  

https://www.ibm.com/cloud/learn/random-forest
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The number one purpose of those calculations is to locate common 

bureaucracy in previously unseen records. The most common type of unsupervised 

learning is clustering. Other types of unsupervised learning include self-organizing 

maps and hidden Markov models. Algorithms for unsupervised learning include 

clustering, anomaly detection, neural networks, and so on. These calculations discover 

hidden patterns or parameter groupings without the obtained for human intervention 

[8].  

 

Figure 2.3 Unsupervised Learning Algorithms 

(iii) Reinforcement learning 

 Reinforcement Learning (RL) is a subfield of artificial intelligent where 

learning is achieved when a specialist collaborates with its current environment to 

accomplish an objective. This is frequently used in situations where a framework 

must decide how to act optimally in a given situation in light of positive or negative 

feedback on a previous move. The framework is trained for the situation based on 

specific information boundaries alongside a measure of the score. 

 In the wake of understanding the principal thought of how the calculation 

works, it is worth attention on the positive and negative parts of RL. The main benefit 

is that there is a harmony between taking a stab at something previously demonstrated 
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and trying new things to arrive at additional improvement. This makes the calculation 

more solid to attempt new patterns or arrangements in a steady configuration. That is 

the reason it can find new bits of knowledge and methods to expanding the predictive 

power. A potential inconvenience could be that is difficult to expect to consolidate 

express principles later on.  Moreover, a great deal of information data sources may 

be necessary for the machine to get the legitimate input. Then again, RL is more 

challenging to implement and demands a lot of mastery compared with the other two 

artificial intelligent strategies [20]. 

2.2  Common Classification Algorithms  

 

 Classification is one of the most important functions of a supervised learning 

method. Informational approaches and machine learning algorithms are used in this 

field to solve real-world issues. On both structured and unstructured data, the 

classification can be performed. It determined the classification algorithm that would 

be used to determine the target that new data would observe on training data [17]. The 

classification method involves learning from the provided dataset or training corpus 

before classifying the new observation into several targets or categories. The 

classification task for each training set of data is performed under supervision and 

supported by real training set data results. In general, there are two main steps in the 

classification process: 

 Training Phase: In this step, which is known as the construction of a 

classification model, several methods are applied to create a classifier that 

builds a model that learns from a variety of training samples. This model 

needs to be trained to predict results with the highest accuracy. 

 Testing Phase: In this step, the model is used to predict class labels by 

evaluating the developed model on test samples and estimating the accuracy 

output of the classification rules. 

The amount of data available on the internet is increasing at an unstoppable 

rate. The need for tools to go through or organize these enormous amounts of 

information has also grown. Many tasks involved in information management depend 

on classification. As a result of these facts, the classification process must not only 

perform better but also maintain accuracy rates.  
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As the most of the information input was in the form of text, automatic 

classification of text documents is beneficial when dealing with the enormous textual 

data, such as in spam filtering systems, library management systems, news 

classification systems, and organizational data analysis. In the classification approach, 

various theories and machine learning approaches have been applied [22]. 

Human experts are capable of classifying documents, but are unable to keep up 

with the rising datasets, and the task takes a lot of time. Additionally, human errors in 

the process also cause delays and add to the costs. Therefore, automatic text 

classification is a key technique for intelligent information systems that has gained a 

lot of attention recently. It is a powerful tool for organizing data. Text classification 

will become a more important approach in the digital age as the necessity for it grows 

along with its commercial value. This method has been used to categorize new 

electronic documents, discover interesting web content, and direct user search using 

hypertext. It's important that the text categorization model is accurate and effective. 

The quantity of training set data and the model's fitness determine how accurate it is. 

With many classification methods, the usefulness of an approach depends on 

comprehension, model development, computing cost, and outcome accuracy measures 

[24]. 

Many information retrieval problems, including filtering, routing, and looking 

for vital information, benefit from classification research, which is an exciting field of 

research [1]. In general, the various types of classification approaches for discovering 

knowledge are Support Vector Machine (SVM), Bayesian Networks (BN), Rule 

Based classifiers, Decision Tree (DT), K- Nearest Neighbor (KNN), Artificial Neural 

Network (ANN) and Random Forest, etc. This section shows some of them, including 

the basic classification methods.  

2.2.1 Support Vector Machine Algorithm 

The Support Vector Machine (SVM) algorithm is based on the structure-based 

risk minimization principal and statistical learning theory. The purpose of SVM is to 

determine the position of decision boundaries, which are represented by a hyper plane 

or decision plane and generate the best class separation. A decision plane is a concept 

used to define decision boundaries that allow learning regression, classification, or 
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ranking functions. A hyper plane creates divisions between a set of data with various 

class memberships [6]. It is an illustration of the training data as points in space that 

clearly divide each category as widely as possible. The original training data is 

converted into a higher dimension via a nonlinear mapping. The prediction of a 

category based on which side of the gap the new instances fall is then performed on 

the same space in which are mapped.  

Initially, the SVM was created as a learning system for binary classification. 

However, it is difficult to apply to for multi-classification problem. It specifically 

divides a large optimization problem into a number of smaller problems, where each 

problem only consists of two carefully chosen variables to allow for efficient 

optimization. The iterative nature of this technique allows for successful resolution of 

all decomposed optimization problems. The SVM approach, even with a very high 

input space dimension, is regarded as a good classifier due to its high generalization 

performance without requiring a priori knowledge. The SVM classifiers have gained a 

lot of attention in recent years due to their ability to classify data in the most reliable 

and precise manner possible and their broad range of useful applications. 

2.2.2 Decision Tree Algorithm 

A decision tree is a classification that is defined as a recurrent split of the 

instance space. The decision tree is made up of nodes that together form a rooted tree, 

which is a directed tree with a node called "root" that has no outgoing edges. Every 

other node has precisely one incoming edge. An internal or test node is referred to as 

having outgoing edges. The leaves are all other nodes (also known as decision nodes 

or terminal). Each internal node in a decision tree splits the instance space into two or 

more sub-spaces in accordance with a certain discrete function of the value of the 

input attributes. Each test takes a single attribute in the simplest and most frequent 

case, dividing the instance space according to the attribute's value. The condition 

applies to a range in the case of numeric attributes.  

Each leaf is provided a class that represents the most appropriate target value. 

As an alternative, the probability vector for the target attribute having a particular 

value may be stored in the leaf. According to the results of the tests along the way, 

instances are categorized by moving them from the tree's root all the way down to a 
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leaf. A decision tree that evaluates whether a potential client will reply to a direct mail 

message. Internal nodes are shown as circles, while leaves are shown as triangles. 

Both nominal and numerical qualities are present in the decision tree in this instance. 

Given this classifier, the analyst can understand the behavioral characteristics of the 

entire population of possible customers for direct mailing and predict the response of 

a potential client (by descending it down the tree). The characteristic that each node 

tests serves as its unique identifier, and the values of that attribute are used to label the 

branches of each node. 

Decision trees can be graphically visualized as a collection of orthogonal 

hyper planes when dealing with numerical attributes. Generally, decision-makers 

choose simpler decision trees since it may be regarded of as more comprehensible. 

Additionally, its accuracy is greatly affected by the complexity of the tree. The tree 

complexity is explicitly controlled by the stopping criteria used and the pruning 

technique employed. The total number of nodes, the total number of leaves, the depth 

of the tree, and the number of characteristics employed are typically used to determine 

how complicated a tree is. Rule induction and decision tree induction are closely 

linked. [16]. 

Additionally, this classifier can use a bottom-up approach to resolve the over 

fitting problem by applying various weights to the training data. The training dataset 

is analyzed by this method, which subsequently develops a classifier that may be able 

to appropriately arrange both the training and test datasets. The classifier model may 

use an input object as a test case, and it will forecast the outcome of an output value. 

This algorithm chooses one feature for each node of the decision tree that can most 

effectively divide the collection of samples into subsets such that the outcomes can 

fall into one of two categories. In this instance, the splitting requirement is the 

normalized information gain, which is the distinction of a non-symmetric measure 

between two probability distributions. The attribute with the greatest information gain 

is chosen for decision-making. 
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2.2.3 Artificial Neural Network Algorithm 

An Artificial neural network (ANN) is also called a ―Neural Network‖ (NN) 

which is a computational or mathematical model primarily based on biological neural 

networks. Especially, it is an emulation of biological neural machine containing an 

interconnected organization of synthetic neurons to procedure statistics using a 

connectionist technique for computation. First off, a neuron gets the input indicators 

from its enter links, after which computes an output sign and transmits this sign over 

its output links. An enter sign can be both raw information and outputs of other 

neurons. The output sign can be an enter to other neurons otherwise a very last answer 

of the problem. In most instances, an ANN is an adaptive machines that modification 

its shape primarily based on inner or external information at some point of the 

network for the duration of the gaining knowledge of segment. 

Realization of an ANN taking place a single computer, it's far typically slower 

than extra conventional algorithms. Being the parallel nature of ANN, it could 

paintings with multiple processors that offer a top notch velocity advantage at very 

little development price. This parallel architecture permits ANN to deal with the 

massive amounts of records very successfully in less time [30]. Whilst managing 

incredible non-stop streams of data (i.e. machine sensor or speech recognition data), 

ANN can operate significantly faster than some other algorithms. As properly, ANN 

is useful in several real-global packages inclusive of textual content-to-speech, 

handwriting analysis, speech popularity and visible sample popularity handling 

complex and incomplete facts.  

2.2.4 Random Forest Algorithm 

Random forest is a supervised Machine Learning Algorithm that is used 

extensively in classification and regression problems. It builds choice trees on distinct 

samples and takes their majority vote for class and common in case of regression. One 

of the most vital capabilities of the random wooded area algorithm is that it can 

manage the data set containing non-stop variables as within the case of regression and 

specific variables as in the case of category. It plays higher consequences for class 

issues. That’s as it consists of a couple of selection trees just as a forest has many 
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trees. On top of that, it makes use of randomness to beautify its accuracy and fight 

over becoming, which may be a big issue for such a complicated algorithm. These 

algorithms make selection bushes primarily based on a random choice of statistics 

samples and get predictions from every tree. After that, pick the nice feasible solution 

thru votes. It has several packages in daily lives which includes feature selectors, 

recommender systems, and picture classifiers. A number of its real-lifestyles 

programs consist of fraud detection, type of loan packages, and disease prediction 

[14]. 

2.3.5 K-Nearest Neighbor Algorithm 

The KNN classifiers are built totally on gaining knowledge of an analogy that 

the training samples are described by way of n dimensional numeric attributes. Here, 

those training samples are required to be in memory on the run time and accordingly 

it is also denoted as the memory-primarily based technique. When given an unknown 

tuple, the KNN algorithm finds the pattern area for the k training tuple that are closest 

to the unknown tuple. When k=1, the unknown tuple is assigned the class of the 

training tuple that is closest to it in sample area [18]. The KNN classifiers can also be 

used for prediction. The distance characteristic is common to use the Euclidean 

distance, however other distance measures, consisting of the Manhattan or Hamming 

distance can theoretically be used as an opportunity. 

In such scenario, the KNN classifier returns the average value of the real-

valued related to k nearest neighbors of that unknown data sample. This algorithm is 

one of the simplest algorithms for implementation, effective despite the fact that 

training data is massive and robust for noisy training data. By taking this advantages, 

this thesis is exploited the KNN set of rules as a classifier to detect real or fake jobs. 

The precise strategies of the way decided on KNN search algorithm work by means of 

focusing on the fake job posts detection system will be discussed in Chapter 3.  

(i) Development of KNN 

K-Nearest-Neighbor classification was invented to carry out characteristic 

analysis when it was uncertain or challenging to identify clear parametric 

approximations of probability densities. Fix and Hodges presented a non-parametric 
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approach for pattern categorization in a 1951 paper for the US Air Force School of 

Aviation Medicine that was never published. This algorithm is now known as the K- 

closest neighbor rule. 

TO DETERMINE K: The ideal value of K is chosen after carefully 

examining the available data. Although this isn't ensured, greater K upsides are more 

accurate because reduce net noise. Using cross approval, it is also possible to resolve 

a respectable value of K. If K=1, the information is essentially assigned to the class of 

its nearest neighbor. For the preparation information, the error rate is absolutely zero 

at K=1. This occurs because the nearest highlight to any preparation-related 

information item is the preparation itself. Consequently K should equal 1 to achieve 

the optimal results. The limits, however, are over fitted when K=1. 

 The calculation is too delicate to even take noise into account in the case of 

minor upsides of "k." The preparation and approval set needs to be separated from the 

underlying dataset in order to obtain a reliable value for K.  Assuming the two closet 

neighbors (K=2) have a place with two unique classes, the outcome is obscure. The 

number of closest neighbors is increased to a higher value in this method (say, five 

closest neighbors). This will distinguish an earliest neighbor region and provide 

clarity. 

 Larger upsides of "K" smooth out class boundaries, which is probably not 

appealing because different classes' grades might then be recalled for the 

neighborhood. It can be difficult to determine the value of K even while the 

preparatory information focuses are diffusely available. 

(ii) Advantages of K-Nearest Neighbor Algorithm 

K-Nearest Neighbor is known for its effortlessness, intelligibility and 

adaptability. It is not difficult to decipher. The estimation time is much less. Likewise, 

the prescient strength is exceedingly excessive which makes it compelling and 

powerful. Ok-nearest neighbor is relatively compelling for large training set. The 

manner continued in the grouping achieved with the aid of this calculation are fairly 

less confusing than that accompanied via exceptional calculations. 
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The numerical calculations aren't difficult to fathom and understand. The 

system does not consist of computations that look like difficult. Fundamental ideas 

like that of Euclidean distance estimation are utilized which upgrade the effortlessness 

of the calculation instead of deciding on other composite strategies like that of 

incorporation or separation. Its miles valuable for non-direct statistics. K-nearest 

neighbor is compelling for characterization as well as relapse. 

(iii) Disadvantages of K-Nearest Neighbor Algorithm 

 K-nearest neighbor can be high priced in warranty of the facts is big. It needs a 

more prominent stockpiling than a powerful classifier. In K-nearest neighbor the 

expectation degree is delayed for a larger dataset. Likewise, calculation of precise 

distances assumes a chief component within the warranty of the calculation’s 

precision.  One of the significant stages in KNN is decided the boundary K. On 

occasion it isn’t clear which sort of distance to utilize and which aspect will supply 

the first-rate outcome. The calculation cost is very high as the distance of every 

getting ready version is to be determined. K-nearest neighbor is a gradual gaining 

calculation as it does not gain from the education facts; its concept keeps it and 

afterward utilizes that statistics to symbolize the new facts. 

(iv) K-Nearest Neighbor and its Variants  

As examined before, the effectiveness of the calculation may be advanced 

with the aid of causing adjustments inside the variables that to supervise it. There are 

various variations of K-nearest neighbor which have been focused before to make this 

calculation extra a success, some of them are: 

1. Locally Adaptive K-nearest neighbor: 

Regionally versatile k-nearest neighbor calculations proposed via [28]. It 

selections the well worth of ok that should be utilized to reserve a 

contribution with the aid of searching at the aftereffects of go-approval 

calculations in the close by community of the unlabeled facts. 

2. Weight Adjusted K-nearest neighbor: 

The calculation by way of [13] recommends that the distances, on which 

the search for the closest associates is situated inside the initial step, must 
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be modified into comparable measures, which may be utilized as hundreds. 

The relegated loads conclude how lots a first-class influences the 

characterization interest. This classifier is particularly treasured for the 

state of affairs in which a dataset has many factors, some of which can be 

viewed as un-crucial; however it has excessive computational cost. 

3. Improved K-nearest neighbor for Text Categorization: 

It proposes a refined K-nearest neighbor calculation for text order, which 

builds the characterization model by combining K-nearest neighbor text 

classification and confined one pass grouping calculation. On the off 

chance that a steady worth of K is utilized for every one of the classes, the 

class with bigger number of properties will enjoy a benefit. In better KNN, 

a reasonable number of closest neighbors are utilized by the conveyance of 

information in preparing sets, to foresee the class of unlabeled information 

[23]. 

4. Adaptive K-nearest neighbor:  

K-nearest neighbor recognizes same number of closest neighbors for each 

new information. Versatile K-nearest neighbor by [28] figures out a fit 

worth of K for each test. Initial an ideal worth of K is found. Then, at that 

point, to anticipate the arrangement of the unlabeled information, the 

worth of K is set equivalent to the ideal worth of K of its closest neighbor 

in the preparation data. The implementation of the proposed calculation is 

then tried on various datasets. 

5. K-nearest neighbor with Shared Nearest Neighbors: 

A better K-closest neighbor calculation is introduced by utilizing divided 

closest neighbor comparability which can figure likeness among test tests 

with closest neighbor tests. It utilizes Similarity judgment calculation and 

works out the closest neighbor similitude an incentive for each preparing 

test. Then it ascertains the most extreme between these qualities. 

6. KNN with K-Means: 

One more ad limbed way to deal with the calculation is portrayed by [29]. 

This calculation attempts to isolate a bunch of focuses into K sets or 

groups to the focuses in each bunch are near one another. The focuses of 
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these newly made groups are taken as the new preparation tests. To foresee 

the characterization of an unlabeled information, its separation from the 

recently found preparing focus is determined, and the middle what shares 

the base separation from the information is allotted to that group. 

Dissimilar to standard K-nearest neighbor, there is the information 

boundary K isn’t passed. This record is one of its benefits. 

7. SVM K-nearest neighbor: 

Support Vector Machine (SVM) is an order strategy that can be applied on 

straight as well as non-direct information. It is a composite variant of K-

nearest neighbor blended in with SVM for visual classification 

acknowledgment, and is expanded. In this calculation, the preparation is 

finished with the assistance of K closet neighbors to the un-named data of 

interest. To begin with, the K-closest information not set in stone. Then, at 

that point, pairwise distance between these K information focuses is 

processed. Subsequently get a distance framework from the determined 

distances. A Kernel network is then planned from the got distance 

framework. This bit framework is taken care of as contribution to SVM 

classifier. The outcome acquired is the group of the obscure piece of 

information. Then again, one could utilize SVMs yet time utilization is one 

of its downsides. Additionally, it includes estimation of pairwise distances. 

8. K-nearest neighbor with Mahalanobis Metric: 

The measurement distance is critical in grouping of another data of 

interest. Mahalanobis is another distance metric, approach of which is 

canvassed .The metric guarantees that the K-closest neighbors are include 

in similar class and the examples having a place with various classes are 

isolated by an enormous level of contrast. 

9. Generalized K-nearest neighbor: 

KNN can likewise be utilized for constant – esteemed class credits. For 

this arrangement, the typical quality determined among neighbors is 

allotted to the group property of the unlabeled information. It implements 

this calculation to foresee the constant – esteemed group characteristic. 
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10. Informative K-nearest neighbor: 

Typically the worth of okay depends on the records, making it difficult to 

pick the boundary as in keeping with diverse programs. It is offered any 

other metric that movements the enlightening ness of objects to be 

grouped. Schooling ness estimates the significance of focuses. On this 

approach, there are two facts barriers K and I. The extra element 

magnificence of most academic coming down fashions will be the 

elegance of the brand new test. 

11. Bayes K-nearest neighbor:  

The information values encompassing the objective are created by using a 

comparable likelihood conveyance, extending outwards over the 

reasonable variety of buddies. It is recursively figured the probability of 

the closing exchange-factor and moved toward the goals, and registered 

the back likelihood dispersion over okay. 

 

2.3  Text Classification 

Text classification, also known as text categorization, is one of the main tasks 

in contemporary herbal language processing, which aims to assign labels or tags to 

textual gadgets together with sentences, queries, paragraphs, and files. Each text 

category problem follows similar steps and is being solved with extraordinary 

algorithms. Usually, text classification responsibilities may be done with rule-based 

strategies or gaining knowledge of-based totally (records-pushed) techniques. With 

the rule of thumb-based methods, the devices classify documents primarily based on 

sure styles such as key phrases or phrases, additionally referred to as normal 

expressions.  

This kind of techniques is typically utilized in natural language processing 

responsibilities earlier than gadget studying techniques were extensively adopted. 

Rule-based method has its very own demanding situations: tailoring phrases or rules 

for particular pattern matching need a lot of guide rule writing and correction with 

several feedback loops to ensure trap the right ordinary expressions for the type 

responsibilities at positive self-belief level. Because simplest have a look at the 

pattern (keywords or phrases) itself without thinking about the context, rule-based 
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method normally necessarily get many fake positives category. Additionally without 

close appearance on the context, its miles tough to seize the sentiment in the back of 

phrases, for you to make rule based totally method a chunk assignment for type 

responsibilities worried with sentiment factors. With learning-based (statistics driven) 

methods, the machine typically adopt gadget getting to know algorithms on the way to 

obtain a more holistic and meaningful information mapping and textual content 

category. Most classical device learning based methods follow the famous two step 

procedure, in which in the first step a few homemade features are extracted from the 

files (or every other textual unit), and inside the second step those features are  fed to 

a classifier to make a prediction.  

A mastering-based totally text type application usually follows those steps: 1. 

Text preprocessing & cleaning 2. Characteristic engineering to create handmade 

features from textual content 3. Characteristic vectorization (tf idf, count number 

vectorizer, etc.) or embedding (word2vec, doc2vec, bert, and many others.) four. 

Model education with device gaining knowledge of or deep studying algorithms. 

Besides the classical and famous machine studying classifiers like okay-nearest 

associates or random forest, there are greater than one hundred fifty deep learning 

frameworks proposed for diverse textual content category tasks. On this mission, it 

explores each method for detection of seasoned-social messages in online process 

postings and seeking to examine the performance between two strategies, which also 

offer method selections for comparable obligations in applicable area. In particular, 

beneath technique start with an unmanaged phrase embedding version to generate key 

phrases and terms that suggests pro-social messages, which name a seasoned-social 

dictionary and then use a rule-based approach to catch the ones keywords to further 

classify the task postings. [31]. 

2.3.1 Term Weighting Schemes (TF-IDF method) 

TF-IDF is the well-known algorithm used in text mining research to calculate 

the weight of each term [12]. TF stands for term frequencies and IDF stands for 

inverse document frequency. It brings attention to a specific problem that might not 

be mentioned frequently in our corpus but is yet quite important. The TF-IFD score 
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increases proportionally to a word's frequency in a document and decreases as the 

number of documents in the corpus that use the word raises. 

Term Frequency (TF): The term frequency indicates how frequently it appears 

throughout the entire document. The probability of discovering a word within the 

document might be considered. It calculates the wide variety of instances a word t 

occurs in a document d, with appreciate to the whole quantity of words within the 

document d. It's far formulated as: 

        
                                      

                                    
                               (2.1) 

Inverse Document Frequency (IDF): The inverse document frequency measures a 

term's frequency or frequency across all documents in the corpus. It draws attention to 

words that are rare or have a high IDF score, or terms that appear in a small number 

of documents overall. IDF is a log normalized value that is calculated by taking the 

logarithm of the overall term and dividing the number of documents in the corpus by 

the number of documents containing the term [4].  

       
                          

                                      
            (2.2) 

 

 The formulation of Term Frequency-Inverse Document Frequency (TF-IDF) is 

as following:  

                   
 

  
                  (2.3) 

 Where, W (t, d) is term weight in document d, t f (t, d) is term frequency in 

document, N is the total number of document and n t is the number of documents that 

have term t. 

TF-IDF is one of the simplest and most effective weighting schemes for the 

data. TF-IDF and its algorithm version are frequently used for text classification 

because of it is simple formulation and good performance on a variety of different 

data sets. 

 

 



23 
 

CHAPTER 3 

ARCHITECTURE OF THE PROPOSED SYSTEM 

The primary goal of this chapter is to introduce the main methodology, which 

forms the basis of this thesis book. This chapter outlines the methodologies for the K-

Nearest Neighbors algorithm, along with an overview of the system design, the 

dataset, preprocessing, feature extraction, and classification, in order to accomplish 

this goal. This chapter also discusses how to apply the K-Nearest Neighbor algorithm 

to identify fake job postings and prevent expatriates from falling for the trap. 

3.1 Methodologies of the System 

 There have been numerous studies on clustering or classification using 

machine learning.  The KNN search algorithm is currently being utilized for the 

detection of fake job postings. According to this approach, the following sections will 

describe the orientation of KNN algorithms in details. 

3.1.1 K-Nearest-Neighbors (KNN) 

The K-Nearest-Neighbors (KNN) calculation is a non-parametric order 

calculation; for instance, it doesn't make any assumptions about the simple dataset. It 

is recognized for being simple and practical. It is a supervised learning calculation. 

The information focus is organized into several classes in a marked preparation 

dataset, allowing the class of the unlabeled information to be predicted. 

In classification, numerous attributes determine the class to which the 

unlabeled information has an area. KNN is typically applied as a classifier. Grouping 

records in mild of nearest or adjacent preparing models in a given area is applied. This 

technique is utilized for its straightforwardness of execution and low calculation time. 

For ceaseless facts, it utilizes the Euclidean distance to compute its nearest neighbors. 

Another example is when the K closest neighbors are identified and the majority of 

the neighboring information decides how the new information will be arranged. 

Although this classifier is simple, the importance of "K" plays a significant role in the 

ranking of the unlabeled data. There are multiple methods for choosing the qualities 

for "K" can essentially run the classifier on different occasions with different qualities 
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to see which value produces the best results. Since, each estimation is made when the 

preparatory information is being organized rather than when it is really experienced in 

the dataset; the calculation cost is fairly high. 

It is a slow learning calculation because, other from storing the preparation 

data and keeping the dataset overall, little much is done when the dataset is being 

prepared. The preparation dataset doesn't perform speculation. Therefore, while 

testing is being done, the entire primary dataset needs to be prepared. KNN forecasts 

constant properties in relapse. This value represents the average of its K-nearest 

neighbor's benefits [15]. 

(i) Tasks of KNN 

KNN is a supervised learning classifier. Especially there are two phases in 

type:  

1. Learning Step: the use of the training  records a classifier is constructed. 

2. Evaluation of the classifier. 

As indicated by using the closest neighbor approach, the brand new unlabeled 

record is organized by way of figuring out which categories its associates have a place 

with. KNN calculation uses this concept in its computation. In the event of ok-nearest 

neighbor calculation, a specific really worth of K is constant which allows in ordering 

the obscure tuple. When a brand new unlabeled tuple is experienced inside the 

records, KNN plays tasks: 

First of all, it breaks down the k focuses nearest to the brand new facts of 

interest, i.e., the K closest neighbor. 

Next, utilizing the neighboring categories, K closet neighbor comes to a 

decision regarding which class the brand new records ought to be arranged into.  

When a little new record is delivered, it characterizes the records in a like 

manner. It is more treasured in a dataset that is commonly partitioned into 

corporations and has an area with a selected district of the records plot. Consequently, 

this calculation receives extra precise, separating the records inputs into numerous 

classes in a clearer way. K closet neighbor types out the class having the greatest 
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variety of focuses sharing minimal separation from the statistics manual that 

requirements closer to be ordered. Therefore, the Euclidean distance ought to be 

decided between the test and the predetermined preparation tests [15]. 

After K-Nearest Neighbors collect, essentially take most of them to predict the 

preparation model's class. Euclidean distance, a similarity metric used in KNN, is 

used to calculate the distance between two points. The distance between two points: 

X1i and X2j with i element is measured as in Equation 3.1: 

            √∑           
                        (3.1) 

The K nearest neighbors to the testing data are then chosen, and the majority 

class or label of the selected neighbors will become the predicted class or label for 

unknown testing data after determining the distance between the testing data and the 

training data using the equation 3.1. 

With the help of the following steps, Figure 3.1 demonstrates how the KNN 

algorithm searches items using the closet training dataset: 

 

Figure 3.1 K-Nearest Neighbor Algorithm 
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Figure 3.2 Sample Classification of KNN 

 In the wake of setting away the instruction, set all barriers ought to be 

standardized, with the intention that the estimations turn out to be extra 

straightforward. The outcome of the grouping is sensitive to the really worth of 'K'. 

The number of neighbors that should be taken into consideration is determined by the 

data variable "K." The value of "K" has an impact on the calculation because it allows 

us to construct the bounds of each class. 

3.2  Proposed System Design 

The overview design of the proposed system is shown in Figure 3.3. In this 

proposed system, there are two phases: training and testing. In both phases, two main 

stages are essential. In the first step, text preprocessing is performed for tokenizing, 

remove stop words and stemming. In the second step, the weights of words are 

calculated using TF-IDF features extraction. In the testing phase of the classification 

step, the system is used K-Nearest Neighbor classifier (KNN) to identify the class 

category. In the final step, the performance evaluation is measured by using confusion 

matrix: precision, recall and f- measure. 
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Figure 3.3 Proposed System Design 
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3.3  Sample Case Study of the Proposed System 

 

The primary goal of this system is to construct a classifier for detecting fake 

job postings using the feature extraction (TF-IDF) method and the K-Nearest 

Neighbor (KNN) methodology. As can be seen below, the effectiveness of the KNN 

technique will be determined using fake or actual job posting prediction datasets. 

3.3.1 Datasets 

The dataset name is Real or Fake Job Posting Prediction from the website 

Kaggle [10]. This dataset has seventeen attributes. These are ―job id‖, ―title‖, 

―location‖, ―department‖, ―salary range‖, ―company profile‖, ―description‖, 

―benefits‖, and ―telecommuting‖, ―has the company logo‖, ―has questions‖, 

―employment type‖, ―required experience‖, ―required education‖, ―industry‖ and 

―function‖. The label is binary for the particular domain of the problem; the real is "0" 

and the fake is "1". The attribute types are Boolean and Text. Boolean attributes are 

salary range, and telecommuting, has the company logo, has questions. Some 

attributes of the description are the same as the text (e.g., department, required 

experience, required education, industry, and function). Therefore, there are only 

seven attributes used. Figure 3.4 is shown the sample real or fake jobs prediction 

datasets. 

 

Figure 3.4 Sample real or fake jobs prediction datasets. 
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There are seventeen job posts attributes in this sample dataset. The 

descriptions of the each attributes are as shown in Table 3.1. 

Table 3.1 Contents of the dataset's description 

Number Attribute Datatype Description 

1 job_id int Identification number given to each job 

posting 

2 title text A name that describes the position or job 

3 location text Information about where the job is located 

4 department text Information about the department this job 

is offered by 

5 salary_range text Expected salary range 

6 company_profile text Information about the company 

7 description text A brief description about the position 

offered 

8 requirements text Pre-requisites to qualify for the job 

9 benefits text Benefits provided by the job 

10 telecommuting boolean Is work from home or remote work 

allowed 

11 has_company_logo boolean Does the job posting have a company logo 

12 has_questions boolean Does the job posting have any questions 

13 employment_type text 5 categories- Full-time, part-time, 

contract, temporary and other 

14 required_experience text "Can be-Internship, Entry level, Associate, 

Mid-senior level, 

15 required_education text Director, Executive or Not Applicable" 

16 industry text Can be-Bachelor's degree, high school 

degree, unspecified, associate degree, 

master's degree, certification, some 

college coursework, professional, some 

high school coursework, vocational 

17 function text The industry the job posting is relevant to 

18 fraudulent boolean The umbrella term to determining a job's 

functionality 
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3.2 Preprocessing  

Preprocessing data is a phase that includes text cleaning and text conversion 

into a format that is suitable for the classification method. Text is unstructured data 

that is separated into useful and useless data. So, preprocessing is necessary to remove 

noise from text [2] .Text preprocessing are tokenization, removing stop words and 

stemming.  

(i) Tokenization 

Tokenization is the simplest preprocessing step that needs to perform on text. 

This approach, which can be broadly characterized as the process of dividing a stream 

of text into more smaller chunks, sets the level of granularity at which evaluate and 

produce textual data (historically called tokens). Most natural language processing 

models employed words as their preferred atomic unit until recently, but more recent 

methods have decomposed text into smaller units.  

Tokenization is a complicated subject in and of itself, and being usually taken 

for granted. Conventional techniques are rule-based and can be as simple as splitting 

words with a space, using punctuation, and using contractions. Clearly, considerably 

more advanced knowledge-based techniques have been developed that are 

nevertheless grounded in language ideas. However, recent developments have greatly 

favored data-driven tokenizes, which produce better results but in which tokens no 

longer match the conventional concept of a typographic unit. In other words, the act 

of separating a sentence into components that, crucially, do not have a linguistic 

motivation or explanation is referred to as "tokenization" in modern usage. 

Conventional techniques are now frequently referred to as "pre-tokenizes" because 

some of these methods still require classic tokenizes as an initial step. It is more 

typical to associate conventional methods with pre-tokenizes because tokenization 

and classification approaches were created simultaneously [3]. It is the process of 

dividing a string of characters into smaller units, such as words, phrases, symbols, and 

other so-called tokens. Tokens can be single words, short phrases, or even complete 

sentences. In this step, digits are removed or filtered. Examples of digits include 



31 
 

dates, numbers, times, and other regular expressions and others. All letters are 

changed to either lowercase letters or uppercase letters. 

(ii) Remove Stop Words 

The words that are commonly filtered out earlier than natural language 

processing are called stop words. Those are sincerely the maximum common phrases 

in any language (such as prepositions, pronouns, articles, conjunctions, etc.), and do 

not significantly add to the text's information. Some examples of stop words in 

English are "the," "a", "an", "so", "what". In any language used by people, stop words 

are common. By eliminating these words, The low-level information is removed from 

our text by this approach to make the key information more prominent. In other 

words, for our purposes, the removal of such statements has no negative effects on the 

model train. 

The removal of stop words obviously shrinks the dataset, which in turn 

shortens training time because there are fewer tokens to process [10]. 

(ii) Stemming 

 Stemming is a preprocessing step in text mining applications as well as totally 

not unusual want in natural language processing duties. In fact, it is very crucial in 

maximum of the facts retrieval structures. The principle goal of stemming is to reduce 

distinct grammatical forms or word forms of a word, such as its adjective, verb, 

adverb, noun, etc., to its root form. The aim of stemming is to reduce a word's 

inflectional paperwork and from time to time derivationally related styles of a word to 

a common base form. 

 There are mainly two errors in stemming – over stemming and under 

stemming. When two words with different stems are stemmed to the same root, this is 

referred to as over-stemming. This is also known as a false positive. When two words 

that should have the same root are not, this is known as under-stemming. A false 

negative is another name for this. Heavy stemmers, on the other hand, increase the 

over-stemming errors while decreasing the under-stemming errors [5]. The two 

categories of stemming algorithms are Porter Stemmer and Snowball Stemmer. 
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(i) Porter stemmer: This stemming algorithm is more established. Its major goal 

is to resolve words to their common forms by deleting the common ends from words. 

It's not overly complicated, and work on it has been suspended. It's usually a fine 

basic stemmer to start with, but it's not really advised to use it for any production or 

complicated applications. Instead, it serves as a pleasant, straightforward stemming 

procedure in research that can guarantee reproducibility. It also is a  fairly mild 

method when compared to other stemming algorithm.  

(ii) Snowball stemmer: This algorithm is also called the Porter2 stemming 

algorithm. It is virtually commonly known that it is superior to the Porter stemmer, 

and even the person who invented the Porter stemmer concedes as much. In addition, 

it is also more forceful than the Porter stemmer. Many of the features that were 

introduced to the Snowball stemmer were a result of problems with the Porter 

stemmer. In this proposed system, this algorithm is applied. 

This system tests eight job posts from company profile attribute. Firstly, this 

approach carries out the tokenization; remove stop words and stemming process. And 

then, words are extracted from each job post. Example jobs are presented in Table 3.2.  

Table 3.2 Examples of Training Data 

Name Company Profile Class 

Instance 1 Growing event production company providing staging, scenic, 

and drapery primarily in the state of Florida. We have a 

secondary location and will be adding a third location in 

Southeast Florida. We are a small team passionate about 

creating high quality events and providing excellent customer 

service, both on show and in the office. Â 

Real 

Instance 2 Super Soccer Stars is the country's most popular soccer 

development program for kids. For over a decade, we have 

provided outstanding instruction for thousands of children in 

400+ locations in NY, NJ, CT, MA, CA, FL, IL, Washington,  

Real 



33 
 

Name Company Profile Class 

DC, and London, UK! Super Soccer Stars was founded in 

2000, and since its inception, it has been providing outstanding 

soccer development instruction for children aged 2 and up. 

Instance 3 Fab is the place to discover the most exciting things for your 

life. Our modern, urban-inspired products allow everyone to 

design their lives and express their personal sense of style. 

Always unique, well-designed, and of the highest quality. Fab. 

Smiles. Guaranteed. 

Fake 

Instance 4 UAH is a multi-divisional, full-service private investment 

firm. With 41 locally managed offices around the nation, we 

offer private equity funds, residential and commercial clients 

individualized real estate development, management, and 

investment services. UAH is an employer that values diversity. 

Fake 

 

Step1: Data Cleaning: tokenizing and remove stop words 

Name Company Profile Class 

Instance 1 growing event production company providing staging scenic 

drapery primarily state florida secondary location adding third 

location southeast florida small team passionate creating high 

quality events providing excellent customer service show 

office 

Real 

Instance 2 super soccer stars country popular soccer development 

program kids decade provided outstanding instruction 

thousands children locations washington london super soccer 

stars founded since inception providing outstanding soccer 

development instruction children aged 

Real 

Instance 3 fab place discover exciting things life modern inspired Fake 
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Name Company Profile Class 

products allow everyone design lives express personal sense 

style always unique well designed highest quality fab smiles 

guaranteed 

Instance 4 uah multi divisional full service private investment firm locally 

managed offices around nation offer private equity funds 

residential commercial clients individualized real estate 

development management investment services uah employer 

values diversity 

Fake 

 

Step 2 After Stemming 

Name Company Profile Class 

Instance 

1 

grow event product compani provid stage scenic draperi 

primarili state florida secondari locat ad third locat southeast 

florida small team passion creat high qualiti event provid excel 

custom servic show offic 

Real 

Instance 

2 

super soccer star countri popular soccer develop program kid 

decad provid outstand instruct thousand children locat 

washington london super soccer star found sinc incept provid 

outstand soccer develop instruct children age 

Real 

Instance 

3 

fab place discov excit thing life modern inspir product allow 

everyon design live express person sens style alway uniqu well 

design highest qualiti fab smile guarante 

Fake 

Instance 

4 

uah multi division full servic privat invest firm local manag 

offic around nation offer privat equiti fund residenti commerci 

client individu real estat develop manag invest servic uah 

employ valu divers 

Fake 
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3.3.3 Feature Extraction  

Feature extraction is the process of turning unprocessed raw data into 

numerical features that can be used for processing while preserving the original data 

sets content. It produces better outcomes than using machine learning directly to the 

raw data [11]. Feature extraction can be performed either manually or automatically: 

 Identification and description of the characteristics that are relevant for a 

particular situation are necessary for manual feature extraction, as is the 

implementation of a method to extract such features. Knowing the background 

or domain well can often aid in making informed decisions about which 

features can be beneficial. Engineers and scientists have created feature 

extraction techniques for images, signals, and text through many years of 

research. The mean of a signal's window is a prime example of a simple 

feature. 

 Automated feature extraction eliminates the need for human intervention by 

automatically extracting features from signals or images using specialized 

algorithms or deep networks. When attempting to transition quickly from 

collecting raw data to creating machine learning algorithms, this strategy can 

be quite helpful. An example of automated feature extraction is wavelet 

scattering. 

Step 3: Calculate TF-IDF for Examples of Instance 1 and 3 of Training Data 

According to the equation 2.3, Instance 1 and 3 of training data is calculated 

with TF-IDF for weight. 

TF-IDF for Instance 1 

grow=1 /event=2/ product=1/ compani=1/ provid=2/ stage=1/ scenic=1/ draperi=1/ 

primarili =1/ state=1/ florida=2/ secondari=1/ locat=2 ad=1/ third=1/ southeast=1/ 

small=1/ team=1/ passion=1/  creat=1/ high=1/ quality=1/  excel=1/ custom=1/ 

service=1/ show=1/ office=1/ 

Total number of documents = 8 

Total number of term in the document = 57 
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1. TF-IDF(―growing‖)=1/57*log(8/1) 

= 0.0158 

14. TF-IDF(―ad‖)=1/57*log(8/1)          

= 0.0158 

2. TF-IDF(―event‖)=2/57*log(8/1)    

= 0.0317 

15. TF-IDF(―third‖)=1/57*log(8/1) 

=0.0158 

3. TF-IDF(―product‖)=1/57*log(8/2) 

= 0.011 

16. TF-IDF(―southeast‖)=1/57*log 

(8/1) =0.0158 

4. TF-IDF(―compani‖)=1/57*log(8/3) 

= 0.0075 

17. TF-IDF(―small‖)=1/57*log(8/1) 

=0.0158 

5. TF-IDF(―provid‖)=2/57*log(8/5)  

= 0.0072 

18. TF-IDF(―team‖)=1/57*log(8/1) 

=0.0158 

6. TF-IDF(―stage‖)=1/57*log(8/1)    

= 0.0158 

19. TF-IDF(―passion‖)=1/57*log(8/2) 

=0.0106 

7. TF-IDF(―scenic‖)=1/57*log(8/1)  

= 0.0158 

20. TF-IDF(―creat‖)=1/57*log(8/1) 

=0.0158 

8. TF-IDF(―draperi‖)=1/57*log(8/1) 

= 0.0158 

21. TF-IDF(―high‖)=1/57*log(8/3) 

=0.0075 

9. TF-IDF(―primarili‖)=1/57*log(8/1) 

= 0.0158 

22. TF-IDF(―quality‖)=1/57*log(8/3) 

=0.0075 

10. TF-IDF(―state‖)=1/57*log(8/1)     

= 0.0158 

23. TF-IDF(―excel‖)=1/57*log(8/1) 

=0.0158 

11. TF-IDF(―florida‖)=2/57*log(8/1)  

= 0.0317 

24. TF-IDF(―custom‖)=1/57*log(8/2) 

=0.0106 

12. TF-IDF(―secondari‖)=1/57*log 

(8/1)= 0.0158 

25. TF-IDF(―service‖)=1/57*log(8/4) 

=0.0053 

13. TF-IDF(―locat‖)=2/57*log(8/2)     

= 0.0211 

26. TF-IDF(―show‖)=1/57*log(8/1) 

=0.0158 
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TF-IDF for Instance 3 

fab=2/ place=1/ discov=1/ excit=1/ life=1/ modern=1/ inspire=1/ product=1/ allow=1/ 

design=2/ live=1/ express=1/ person=1/style=1/ high=1/ quality=1/  guarantee=1/ 

Total number of documents = 8 

Total number of term in the document = 41 

1. TF-IDF(―fab‖) =2/41*log (8/1) 

=0.0441 

9. TF-IDF(―allow‖)=1/41*log(8/1)    

= 0.02202 

2. TF-IDF(―place‖) =1/41*log (8/3) 

=0.0104 

10. TF-IDF(―design‖)=2/41*log(8/1) 

=0.0441 

3. TF-IDF(―discov‖)=1/41*log(8/1) 

=0.02202 

11. TF-IDF(―live‖)=1/41*log(8/1)       

= 0.02202 

4. TF-IDF(―excit‖)=1/41*log(8/1)    

= 0.02202 

12. TF-IDF(―express‖)=1/41*log(8/1) 

= 0.02202 

5. TF-IDF(―life‖)=1/41*log(8/1)      

= 0.02202 

13. TF-IDF(―person‖)=1/41*log(8/2) 

=0.0147 

6. TF-IDF(―modern‖)=1/41*log(8/1)  

= 0.02202 

14. TF-IDF(―style‖)=1/41*log(8/1)     

= 0.02202 

7. TF-IDF(―inspire‖)=1/41*log(8/1) 

= 0.02202 

15. TF-IDF(―high‖)=1/41*log(8/1) 

=0.02202 

8. TF-IDF(―product‖)=1/41*log(8/3) 

= 0.0104 

16. TF-IDF(―quality‖)=1/41*log(8/2) 

=0.0147 
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Step 4: To find the nearest neighbor, the distance calculate between the testing job 

and training jobs by using Euclidean’s Distance of equation 3.1. Table 3.3 and Table 

3.4 are shown as the calculation of K-Nearest Neighbor with Euclidean distance. 

Table 3.3 Distance between training jobs and testing job 

Words Traini

ng 

real 

job 1  

Traini

ng 

real 

job 2 

Traini

ng 

real 

job 3 

Traini

ng 

real 

job 4 

Traini

ng 

fake 

job 5  

Traini

ng 

fake 

job 6 

Traini

ng 

fake 

job 7 

Traini

ng 

fake 

job 8 

provide 0.0017 0.0253 0.0061 0.0113 0.0055 0.0654 0.0088 0.0052 

full 0.0012 0.0170

3 

0.0024 0.0065 0.0017 0.0033 0.003 0.0018 

time 0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

permane

nt 

0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

position 0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

medium 0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

large 0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

compan

y 

0.0012 0.0170

3 

0.0024 0.0065 0.0017 0.0033 0.003 0.0018 

intereste

d 

0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

finding 0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

recruitin

g 

0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

high 0.0076 0.0094 0.0042 0.0014 0.0073 0.0255 0.0053 0.0087 

quality 0.0012 0.0170

3 

0.0024 0.0065 0.0017 0.0033 0.003 0.0018 

candidat

es 

0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

engineer

ing 

0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

manufac

turing 

0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 

technica

l 

0.0472 0.0139 0.0179 0.0019 0.0305 0.0199 0.12 0.0328 

job 0.0057 0.0116 0.0018 0.0032 0.0022 0.0024 0.0022 0.0029 
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Let k = 3    

Jobs Distance Rank Neighbor Class 

Real job 1 0.3585 5 No Real 

Real job 2 0.5688 8 No Real 

Real job 3 0.2583 1 Yes Real 

Real job 4 0.2693 2 Yes Real 

Real job 5 0.2735 3 Yes Fake 

Real job 6 0.3867 6 No Fake 

Real job 7 0.4113 7 No Fake 

Real job 8 0.2946 4 No Fake 

 

Table 3.4 The category of the nearest neighbors 

Use sample majority of the category of the nearest neighbors as the prediction 

values of the test job. 

Two instances get two neighbors are ―Real‖ class and one neighbor is ―Fake‖ 

class. So, it concludes the test job is ―Real‖ jobs. 
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3.4 Evaluation Performance 

  To evaluate the efficiency of the system, three evaluation performances of 

precision, recall, and f-measure—are used. These are Equation (3.1) (3.2) (3.3). 

                                                    
  

     
                                              (3.1) 

                                              
  

     
                                                     (3.2) 

                                         
                  

                
                                 (3.3) 

Where: 

 True Positive (TP): The true positive value occurs when the actual    

 value and predicted value are same. 

 False Positive (FP): the false positive value for a class will be the sum 

 of values in appropriate column with expectation for TP. 

 True Negative (TN): the true negative value for a class will be the total 

 of all columns and rows excluding those for the class that is 

 determining the values. 

 False Negative (FN): the false negative value for a class will be the 

 sum of values of corresponding rows except for TP. 

Precision is the ability to correctly classify a group. The recall measures how 

well the classification performed in classifying the current class in the dataset. As a 

result, the recall is the completeness of the categorization model, and the precision is 

the exactitude. The accuracy and completeness of the system are being increased by 

the f-measure. 

In this fake job posts detection system, four experiments are performed. Four 

separate training dataset and testing dataset combinations are used for each analysis 

(Test 1: 210 records of training data and 90 records of testing data; Test 2 uses 350 

training records and 150 testing records; Test 3 uses 700 training records and 300 

testing records; Test 4: 1306 records for training and 560 records for testing). This 

system bases its evaluation of the experiment's performance on the precision, recall, 

and f-measure of each analysis. 
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3.4.1 Cross Validation 

A resampling technique called cross-validation is used to assess machine 

learning models on a limited data sample. The process contains a single parameter, k, 

that designates how many groups should be created from a given data sample. As a 

result, the process is frequently referred to as k-fold cross-validation. 

The original data are randomly separated into k folds or subsets that are 

mutually exclusive and about equal in size. This process is known as k-fold cross-

validation.  A learning algorithm is created each time utilizing the remaining k-1 folds 

and tested on one of the k-folds. This procedure is carried out k times. The total 

number of correctly identified examples over all k iterations is divided by the total 

number of examples in the training set to arrive at the cross-validation estimate of 

accuracy. 

 This proposed system is implemented with 9-fold cross validation for 300 

datasets are used as training data. 
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CHAPTER 4 

IMPLEMENTATION AND EXPERIMENTAL RESULTS 

This chapter serves as a demonstration of the system's implementation and an 

examination of its performance using various metrics. The first section of this chapter 

provides user interface illustrations for each stage of system development. The K-

Nearest Neighbors technique evaluation findings are in the second section. 

4.1 System Implementation 

 The proposed system employs the JAVA programming language to implement 

the fake job post detecting system. K-Nearest Neighbor and TF-IDF will be used to 

develop the classification analysis. The main graphical user interface (GUI) of the 

system includes four important buttons: Data, Preprocessing, Feature Extraction, and 

Classification and Evaluation as depicted in Figure 4.1.  

 

Figure 4.1 Main Page of the System 

Preprocessing is important before removing elements. Text is unstructured 

data that is separated into useful and useless data. So, preprocessing is necessary to 

remove noise from text. Text preprocessing are tokenization, removing stop word, and 
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stemming. TF-IDF is utilized in text mining methods to calculate the weight of each 

term for Feature Extraction.  

4.1.1 Load Training Data 

The homepage of the load dataset menu can be summarized as shown in 

Figure 4.2 after selecting Load Dataset. 

 

Figure 4.2 Load Training Data 

4.1.2 Data Combination 

The "Data Combination" step of the training process is depicted in Figure 4.3. 

In this step, there are title, location, company profile, description, requirements, 

benefits and employment type of texts are combined with one column. 

 

Figure 4.3 Preprocessing step of Data Combination 
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4.1.3 Data Cleaning and Stemming 

Figure 4.4 shows the ―Data Cleaning and Stemming‖ step of the training 

process. This step is very important for preprocessing. In Data Cleaning, Tokenization 

and remove stop words process are contained. To begin with, a detailed explanation 

of the tokenization process is necessary. Tokenization is the process of dividing a 

string of characters into tokens, which can include words, phrases, keywords, 

symbols, and other objects. Tokens can be single words, short phrases, or even 

complete sentences. In this step, digits are removed. Examples of digits include dates, 

numbers, times, and other regular expressions and others. All letters are changed to 

either lowercase letters or uppercase letters. Secondly, remove stop words are the 

method of removing unimportant or unnecessary words that is not pointed any 

contents. The stop words that point to natural are prepositions, articles, some 

pronouns, and conjunctions. A few instances of stop words in English are ―the‖, ―a‖, 

―an‖, ―so‖, ―what‖, etc.   

 In Stemming, It reduces the word to its word stem means affixes to suffixes and 

prefixes, or the roots of words. In this proposed system, stemming process is stemmed 

by using snowball stemmer of rules. 

 

Figure 4.4 Training Data Cleaning and Stemming 
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4.1.4 Feature Extraction using TF-IDF 

The term is weighted using TF-IDF after text preprocessing is finished. Figure 

4.5 is shown how many features and Figure 4.6 is shown the weight calculation on 

Training data. The extracted features are stored as feature vectors in a JAVA file with 

the extension for use in a fake job categorization. 

 

Figure 4.5 Feature Extraction of each word 

 

Figure 4.6 Weight calculations on Training data 
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4.1.5 Load Test Data 

After loading the testing data, preprocessing is required for tokenization, 

remove stop words, and stemming like training data. Figure 4.7 is shown loading for 

test data.  

 

Figure 4.7 Load Test Data  

4.1.6 Test Feature Extraction with Instances 

Figure 4.8 is the step of feature extraction how many instances of test data. 

 

Figure 4.8 Instances of Test Feature Extraction 
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4.1.7 Evaluation Using Test Data 

  The performance evaluation of test data with different K values of 

KNN Classifier is described in Figure (4.9), (4.10), (4.11). This outcome is used to 

illustrate the binary class's confusion matrix as well as the precision, recall, and f-

measure values. 

 

Figure 4.9 Evaluation Using Test Data with K=1 

 

Figure 4.10 Evaluation Using Test Data with K=3 
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Figure 4.11 Evaluation Using Test Data with K=5 

4.1.8 Evaluation Using Cross Validation 

The performance evaluation of test data 300 by using 9-Cross Validation 

result is shown in Figures (4.12). 

 

Figure 4.12 9 fold cross-validation result 
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4.2 Experimental Results 

The analysis results of different dataset are shown in table 4.1 and Figure 4.13. 

Table 4.1 Experimental Results of Analysis 

Testing No Training and Testing 

data Proportion 

Precision Result Recall Result F-Measure 

Test 1 210/90 78% 60% 52% 

Test 2 350/150 80% 68% 64% 

Test 3 700/300 89% 86% 85% 

Test 4 1306/560 89% 86% 86% 

 

If more trained data can be fed into the system, based on the analysis, can 

produce better results. 

 

Figure 4.13 Experimental Results with Different Datasets 

 

 

210/90 350/150 700/300 1306/560

Precision 78% 80% 89% 89%

Recall 60% 68% 86% 86%

F-Measure 52% 64% 85% 86%
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 Table 4.2 is showed the sample example of 300 jobs for experimental result 

with different K values. 

 

Table 4.2 Sample example of 300 jobs with different K values  

 

Performance Measure 

Metric 

K=3 

 

K=5 K=7 K=9 

Precision 86% 86% 87% 88% 

Recall 80% 84% 87% 86% 

F-measure 79% 84% 87% 85% 

 

 By the comparison of different k values with 300 datasets, K = 9 is better; 

when comparing K values, the more data, the higher the K values. 
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CHAPTER 5 

CONCLUSION 

Employment scam is one of the serious issues in recent times addressed in the 

domain of online recruitment frauds. Nowadays, a lot of businesses decide to post job 

vacancies online so that job seekers can easily and swiftly access.  The detection of 

fake job posts can make a job-seeker only apply for legitimate companies. 

Specifically, supervised learning classifier is used for real or fake job detection. This 

system mainly focuses on implementing the classifier for Fake Job Posts detection 

using the K-Nearest Neighbor (KNN) classifier with feature extraction (TF-IDF) 

method. The K-Nearest Neighbor algorithm is one of the most extensively used and 

successful text categorization methods. 

 The KNN algorithm is used to evaluate the performance of the proposed 

system for real or fake job posts. According to the experimental results, the K-Nearest 

Neighbor algorithm with Euclidean Distance has better performance. The 

performance accuracy results were calculated with different K values. The proposed 

system has many experimental results by using the K-Nearest Neighbor algorithm 

with k values (K = 1, 3, 5, 7, 9). In this chapter, the main contents of the research 

work are concluded. Moreover, the advantages and future wok are also discussed in 

this chapter. 

5.1 Advantages of the System 

By applying this method, candidates can avoid the fraudulent post for job in 

the internet. For better outcomes before training the model, TF-IDF is often applied to 

the text. Stop words is eliminated and stemmed before TF-IDF produced in more 

accurate text classification. The TF-IDF feature extraction method can provide 

suitable feature vectors to improve the classifier's performance. According to the 

evaluation of the system, after completing the training phase, the system can 

successfully complete classification tasks. The accuracy results can be improved by 

using more training data. 
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5.2 Further Extensions  

Furthermore, in fake job post detection system, instead of using KNN as a 

classifier, more powerful classifiers in machine learning like Naive Bayes and 

Random Forest must be applied to fake job posts detection.  
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